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Preface

Quantum field theories (QFTSs) in curved spacetimes allow the description of
a vast spectrum of physical phenomena, ranging from the standard model of
elementary particle physics to gravitational effects on quantum fields, such
as the particle creation due to the expansion of the universe and the Hawking
radiation of black holes. They offer a reliable setting for studying some of
the most advanced theories of fundamental physics and they serve as a step-
ping stone for studying quantum gravity in a semi-classical setting, where the
classical metric is no longer fixed, but responds to the presence of the quan-
tum fields. The properties of the quantum stress-energ-momentum tensor
are particularly interesting, because they intermediate between (perturba-
tive) quantum gravity and classical physics. This can be seen especially in
the case of quantum energy inequalities (QEIs), which have been verified for
a range of QFT's and roughly express the idea that energy densities cannot be
too negative for too long. By taking a suitable classical limit, these quantum
energy inequalities could potentially allow a first-principles derivation of the
classical energy conditions (ECs) that appear in general relativity (GR) to
express typical behaviour of large classes of classical matter theories. These
ECs have notable consequences for the mathematical structure of GR and for
its physical predictions, e.g. the celebrated singularity theorems of Hawking
and Penrose, for which Penrose received the 2020 Nobel prize in physics.

These lecture notes aim to provide an up-to-date introduction to the
mathematical structure of Lagrangian QFTs in curved spacetimes. For the
algebraic structure of Lagrangian QFTs we will follow the recent ideas of
Buchholz and Fredenhagen [7] and we will take a modern prespective on the
categorical structure of localisation regions also for classical GR.

Throughout these notes we assume that the reader has some familiarity
with differential geometry, partial differential equations and, ideally, some
distribution theory, as well as a good working knowledge of linear algebra
and functional analysis on Banach and Hilbert spaces. A general interest in
physics is expected and some basic knowledge of quantum physics and special
or general relativity theory would be beneficial. For backgrounud material
and further reading in this area of physics I recommend the following book
and review papers: [37] (GR), [11, 18] (algebraic and perturbative QFT), [1]
(QFT in curved spacetimes) and [23, 15, 10] (QEIs).

We will use Planck units throughout, i.e. c=h=G = 1.
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Chapter 1

Classical field theory

In physics, fields are spacetime dependent quantities that are used to de-
scribe disturbances of systems that propagate through spacetime from point
to neighbouring point. Maxwell’s theory of electromagnetism is a prime
example and a milestone in theoretical physics, although its modern formu-
lation in terms of vector potentials is complicated by the presence of gauge
symmetries. Einstein’s theory of general relativity (GR) describes gravity
in terms of a Lorentzian metric field, which overcomes some drawbacks of
Newton’s theory of gravity. When we want to simplify matters, however, we
will focus on much simpler scalar field models. The propagation of distur-
bances of the field is described by a partial differential equation (PDE), the
equation of motion, which the fields must satisfy. A common feature of all
theories that we will consider, is that these equations can be derived from a
Lagrange density.

Before we proceed, let us first summarise the basic setting of GR. Let
M be a smooth! manifold of dimension d > 2 (where d = 4 is of special
interest in physics) and let g, be a smooth Lorentzian metric field.? Le., at

!The assumption that M and the Lorentzian metric g, are smooth can be weakened
considerably, but the assumption is convenient, because it obviates the cumbersome task
of keeping track of the minimal amount of regularity required for various arguments in the
remainder of these notes.

2We use the abstract index notation conventions of [37]. The placement of the indices
indicates the type of a tensor. A vector carries an upper index, X, whereas a dual vector
carries a lower index, w,. One may think of the indices as referring to components in some
coordinate basis, but the basis may be chosen arbitrarily and all equations with abstract
indices are valid regardless of this choice. We use the summation convention that any
index that appears both as an upper and as a lower index is summed over. E.g. w,X®



every point x € M, (g,)q determines a non-degenerate symmetric quadratic
form on the tangent space T, M, which has the signature (— + ...+). This
generalises Minkowski space, where M = R? and g, is given in inertial
coordinates by the constant diagonal matrix diag(—1,+1,...,4+1). We will
call a vector X timelike when g, X*X? < 0, spacelike when ¢, X%X" > 0
and null when ¢, X*X® = 0 but X # 0.

The Lorentzian metric field g, admits a unique compatible and torsion
free covariant derivative, V, (corresponding to the Levi-Civita connection).

This covariant derivative gives rise to a Riemann curvature tensor R, %, such
that

R,AX¢ = —(VoVy — VpV,) X (1.1)

abc

for any smooth vector field X* on M. Related to the Riemann curvature
tensor are the Ricci curvature tensor R,. = R, and the scalar curvature
R = ¢g*°R,., where g*¢ denotes the inverse metric on 7% M.

From now on we will assume that M is oriented and we will always use
oriented coordinate charts, so changes of coordinates are always orientation
preserving (their Jacobi-matrix has a positive determinant). In this case the
Lorentzian metric field g, also determines a natural volume form on M, i.e.
a non-vanishing differential form of the highest rank d, which is given in local

coordinates by
dvoly == y/|det(gu)| dzog A ... Adzg_q. (1.2)

One can check that this formula is invariant under orientation preserving
changes of coordinates, whereas it gets a sign under orientation reversing
changes of coordinates.

1.1 Classical Lagrangian field theory

A real scalar field is a spacetime dependent quantity on M with values in
R. Any function ¢ € C*°(M,R) is a configuration of the field and we call
C*(M,R) its configuration space. Typically ¢ is unknown and should be
found by solving a suitable equation of motion with appropriate initial data

denotes the action of the dual vector w, on the vector X¢, whereas w,X? is a tensor
product (leading to a tensor of mixed type). For components in a particular choice of
coordinate basis we use lower case Greek letters, e.g. X* with p=0,...,d — 1.



or boundary values. More generally we can consider tensor fields, such as the
metric g, or sections of a suitable (vector) bundle over M, such as spinor
fields.

The dynamics can be obtained from an action principle. In general we
consider a Lagrange density with several terms that describe the dynamics
and interactions of the fields. E.g., when only the metric g, is present we
will take the Finstein-Hilbert Lagrange density

1
EEH [g] = 16_7T(R — 2A) d?]Olg, (13)

where A € R is called the cosmological constant, R is the scalar curvature of
g and we suppress the index structure of the metric as an argument of the
functional. If further fields are present (some kind of "matter”), which we
generically denote by ®, we consider the total Lagrange density

Llg, ®] = Lnlg, ®] — Lenlg] (1.4)

where Lyr]g, ] is the Lagrange density that describes the matter.

The Lagrange densities that we will allow should be local functionals of
the fields, so at any point x € M they only depend on the fields g, and
® and their derivatives at that point. In particular, if ® denotes all fields,
including the metric field g., then they should be of the form

L[P](z) = F(z,®(z),0,P(x),...,0u -0

sy Y Hn

®(z)) dvoly(z) (1.5)
for some n > 0 and some smooth function F.

The equations of motion are the Fuler-Lagrange equations determined by
the Lagrange density L[g, ®]. To find these equations in a bounded open
region O C M we consider the local action

S(f)lg. ®] = /Mf Lg%,  flo=1, (1.6)

where the test-function f € C§°(M) ensures that the integral converges. For
any field we find its equation of motion in O by requiring that the local action
S(f)]g, ®] is a stationary point for compactly supported perturbations of the
field in O. This amounts to setting the functional derivatives 5;1, (g, P
and 25(f)[g, ®] equal to zero in O. Here ® can have multiple components
and hence so can the corresponding Euler-Lagrange equation. Physically, all

these equations should hold simultaneously.
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Remark 1.1.1. Classically one would consider the action (1.6) with f =1,
which does not have a compact support. The localized action S(f)[g] will
do equally well to determine the equations of motion, because we can adapt
f to the region O of interest. Note that the equations of motion in O are
independent of the choice of f, as long as f|o = 1, due to the locality of the
Lagrange density.

As an example we consider a real scalar field ¢ with Lagrange density
1 1 1
Lslg, ¢ = <§9abaa¢ + Opp + §m2¢2 + §5R¢2 + V(¢)> dvoly , (1.7)

where m > 0 denotes the mass of the field, £ is the scalar curvature coupling
constant and V' is some (smooth) potential energy function, e.g. V(¢) =
Ap*t for some coupling constant A. If no other matter fields are present,
then Ly = Ly and the Euler-Lagrange equation can be computed to be the
modified Klein-Gordon equation

—0¢ +m?p+ERP+ V' (¢) =0, (1.8)

where O = VV, is the Laplace-Beltrami operator (which generalises the
d’Alembert wave operator in Minkowski space). Indeed, writing V(¢) =
tm?¢? + 2ER¢? 4+ V(¢) we have for any compactly supported and smooth
perturbation ¢q in O

lim sz(f)[g7¢+ 6¢0] _ sz(f)[ga (b]

e—0 €
1 1 1
=lm [ f-{5V%0-Vad+ V- Vago+ -eVi0y - Vigy

RUCES eqbz) — V(as))

dvol,

- / f- (%V“(bg Vb + %V% - Vago + ¢o‘7’(¢)) dvol,,
M
- /M ¢o (=00 +m*¢ + ER + V'(¢)) dvol

by partial integration, because f = 1 on the support of ¢g. The variational
principle tells us that this vanishes for all ¢q iff

o
%sz(f)[ga ¢] = (_D¢ + m2¢ + fR(b + V/(¢)) dUOlg



vanishes on O and hence also (1.8) holds. Varying the region and the function
f we see that the equation must hold on M.

The metric appears not only in Lgy|g] as defined in (1.3), but also in the
Lagrange density of the matter fields, e.g. through the volume form dwol,,
covariant derivatives or through inner products of vector or tensor fields. The
Euler-Lagrange equation for the metric can therefore be expressed as

) )
5gabSEH(f)[g] = 5gab

Su(f)lg, ]

where Sen(f)[g] = [, f - Leulg] and similarly for Sy(f)[g, ®]. Note that the
right-hand side depends on the matter theory at hand, but the left-hand side
can be computed directly by an explicit (and rather lengthy) computation.
Together this leads to Einstein’s equations

1
Ray — anbR + Agap = 87Tw[g, P] (1.9)

where the stress-energy-momentum tensor Ty;[g, | (stress tensor for short)
of the matter is defined in local coordinates on O by

Tolg, @] dvol, = Q%WSM lg, 3., (1.10)

where the choice of f is irrelevant, as long as f =1 on O.
E.g., for the scalar field Lagrange density (1.7) we find

Tl = 0,0 006 — g 5V°0 Vit g 4 S€RS + V(o))
+ &(Rap — VoV + gap0)9” . (1.11)

The second term on the first line is — g, Lsf, except that we omitted the metric
volume form. This term comes from the variation of the volume form. When
¢ = 0 we call the field minimally coupled and the stress tensor simplifies to

Taslg, @] = 0atd - Ov® — Gab <%VC¢ Vo + %m2¢2 + V(¢)) : (1.12)
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1.2 Energy conditions in general relativity

In this section we will consider a number of properties of the classical stress
tensor as it appears in Einstein’s equations (1.9). One can show that the left-
hand side of that equation is symmetric under the exchange of the indices
a,b and that it is conserved,

% (Rab — %gabR + Agab) =0.
This follows from the symmetries of the curvature tensor and the contracted
Bianchi identity. Consequently, in order to have solutions, the stress tensor
Tuplg, @] must have these same properties. The symmetry of T,,[g, @] is clear
from its definition as a functional derivative in (1.10), because g® = g%
Under suitable circumstances that same definition implies that the stress
tensor is conserved. To see this we pick O and f as before and a compactly
supported vector field x* with support in O. The vector field generates a
flow, which is a one-parameter group of diffeomorphisms ¥, : M — M such
that Wy is the identity and 0;U#(x)|s=0 = x*(z) in any local coordinates.
Now suppose that the diffeomorphisms act in a natural way on the fields
®, so the pullback ¥i® is well-defined. (For scalar and tensor fields this is
always the case, but for Dirac fields, e.g., we need to lift ¥, to a bundle
isomorphism of the spinor bundle of which the field is a section.) Suppose
furthermore, that Sy;(f)[g, ®] is invariant under the diffeomorphisms Wy, i.e.
Su(f)[Wig, Uid] = Sy (f)[g, ®]. (Note that W¥f = f.) Then we find

0= 0:Su(f)[¥5g, ViP][s=0
1 )
= / é(asq]:g|s:0)abTab[ga (I)}dUOZg + (83\II:(I)|S=O)ESM<JC>[Q7 q)] .
M

If the field configuration (g,®) is a solution to the equations of motion
for @, then the second term in the integral vanishes. Using the fact that
(05U gls=0)® = —V* — VX, which is the Lie-derivative £, g%, we find
0 :/ —2(VX")Toplg, ®]dvol,,
M
_ / 2V Ty lg, Bldvol,
M

using the symmetry of the stress tensor and an integration by parts. By the
variational lemma we must then have V%T,[g, ] = 0.

10



The stress tensor T[g, ®] can be interpreted in terms of the energy,
momentum and stresses of the matter, cf. [37]. In particular, if we pick at
some point x € M a timelike unit vector t* and any spacelike unit vector
v® in T, M with t*v, = 0, then an observer whose worldline has a velocity
vector t* at x will measure the energy density t%°T,;[g, ®] and the momentum
density t%*Ty[g, ®]. These interpretations also allow us to express some
general properties of matter in terms of the stress tensor components. We
will consider here the main energy conditions that one finds in GR textbooks.

Weak energy condition: T,,[g, @] satisfies the weak energy condition
(WECQC) iff for all timelike unit vectors ¢* we have

t" T, @] > 0. (1.13)

This says that the energy density is non-negative for all observers at all
points. Boundedness from below is expected for any stable system and since
the energy in classical mechanics can be shifted by an arbitrary amount, it
seems natural in GR to set the minimum to 0.

Strong energy condition: T,;[g, ®] satisfies the strong energy condition
(SEC) iff the dimension of M is d > 2 and for all timelike unit vectors t*

£ (Tab[g, D] — ﬁgamc[g, @]) >0. (1.14)
The quantity on the left has been interpreted as an effective energy density
or a relativistic analogue of the Newtonian potential. Physically, the SEC is
not very compelling, but it has nice mathematical consequences, because in
conjuction with Einstein’s equations it implies t*t*R,, > 0. Note that there
is no implication between WEC and SEC in either direction.

Dominant energy condition: T,,[g, | satisfies the dominant energy
condition (DEC) iff for all timelike unit vectors t* and u® with t*u, < 0 we
have

t"u?Tplg, ®] > 0. (1.15)
This says that the energy-momentum flow —t%Ty;[g, ®] should be a causal
vector (i.e. timelike or null) which is future pointing exactly when ¢* is.

Note that DEC=WEC.
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Null energy condition: T,[g, ®] satisfies the null energy condition
(NEC) iff for all null vectors n* we have

n*n’Tylg, ®] > 0. (1.16)

NEC is weaker than WEC, SEC and DEC.

These energy conditions can be verified on a case by case basis. E.g.,
for a minimally coupled (£ = 0) scalar field with Lagrange density (1.7) and
potential V' > 0 the stress tensor is given by (1.12). One may verify that it
satisfies DEC and hence also WEC and NEC, but the SEC can be violated
unless m = 0 and V' = 0. When £ # 0, even the NEC can be violated (cf.
[23]).

The energy conditions are linear in T[g, ®], so if an energy condition is
satisfied for two Lagrange densities, then their sum will also satisfy it.

Note that Einstein’s equations depend on the matter theory only through
the stress tensor. The importance of the energy conditions is, that they
allow us to analyse Einstein’s equations for a wide range of matter models
simultaneously. They were introduced for this reason by Penrose in the
derivation of his singularity theorem [28], which won him the 2020 Nobel prize
in physics. Many other results in mathematical relativity, concerning e.g.
cosmology, singularities, black hole horizons and spacetime topology, assume
one or several of the energy conditions, together with other assumptions, in
order to prove a result.

In the remainder of this section we present an application of the energy
conditions, namely Wald’s ”cosmic no hair theorem” [36]. For this we will
consider a Lorentzian manifold of the form M = R x ¥ with the metric

g=—dt*+a(t)*h,

where (X, h) is some Riemannian manifold of dimension d — 1 > 2, ¢t € R
and a : R — Ry is a (smooth) scale factor. We will show that Einstein’s
equations (1.9) with a positive cosmological constant A > 0 and a stress
tensor that satisfies the WEC and the SEC, together with SL/l(i;C)able initial

conditions, imply that the expansion rate function «(t) := o converges

exponentially to 4/ WQM—?)A > 0 at late times. (The original result of [36]

assumed in addition that the Lorentzian manifolds are homogeneous, giving
an asymptotic approach to the de Sitter metric at late times.)
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We will first use the energy conditions to deduce two inequalities con-
cerning the geometry of M = (M, g). Using Einstein’s equations we have

1

1 1 d
Tup — ——gabT% | = Rap — =gy R + Agap — ——gap | R — =R + dA
87T<ab d—QQb c) Rb 295R-|— Gab d—29b<R 2R+ >

2
= Rup— ———Ngap.
B = 5 gt

Using this identity, the SEC imposes a restriction on the Ricci curvature,

2
< t% R,y + ——A
0< Rb+d—2 ,

for any future pointing timelike unit vector field ¢*. Similarly, the WEC
combined with Einstein’s equations implies

1
0 < t% Ry, + 5R—A.

Taken together, the SEC, WEC and Einstein’s equations then yield

1
—tt"Ryp, < A< o (2t“t"Rap + R) . (1.17)

d—2

Now note that for the class of metrics that we consider here, the curvature
of M can be expressed in terms of the curvature of (X, h), the scale factor
a(t) and the metric h. Near an arbitrary point z we choose coordinates such
that x¢ = t is the time coordinate and z* for i = 1,...,d — 1 are coordinates
on Y. Writing the components of Ry, in these coordinates we find, after some
algebra, for the Ricci tensor

Rij = Ry + (ad” + (d — 2)(a')?)hy
"

a
Roo = —(d — 1)—
w=—(d-1%
Ro; = Rip =0,

where Rij denotes the Ricci curvature tensor of the Riemannian manifold
(X, h) and a prime denotes a time derivative of a. Consequently,

+«d—2xd—1>(i)2,

a

1 ~ a//

a
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where R is the scalar curvature of (X,h). Using these identities we can
rewrite the inequalities (1.17), taking for ¢* the unit vector field along R so
we get the (00)-components:
a” 2 R a\?
d—1—< A< d-1)(—) . 1.18
@-0% s tons o ra-n (D)

a

We now assume that A > 0 and we impose the initial conditions R <0
and a’(0) > 0. We will rewrite the inequalities above in terms of the constant

C = #?dz) > 0 and the expansion rate function «(t) := ‘Z:((f)) with
a(0) > 0. Note that o/ — a?, so we find

Q/ISCQ—Oé2§0.

The second inequality shows that the continuous function « can never cross
0, so a > 0 for all time and hence «(t) > C. Note that « is a decreasing
function, so if a(0) = C, then a(t) = C for all =0 If «(0) > C, then we

can write the first inequality as 2C < ? — a— Integrating this leads to

a(t) +C :

2Ct <1 — ) =2
o<t (57T ) ~20
scerecr o ) +C 1 2¢

¢ Sa-c  Tap-c
2C
a(t) < C +

e20t+2C7 _

for some C” > 0 depending on the initial value «(0) and C. It follows that
a(t) approaches the value C' exponentiaﬂy

Integrating the inequalities C' < & < C' + ﬁ we similarly find
sinh(C" + Ct
a(0)e?t < af(t) < a(O)W
With this and Einstein’s equations one then shows that
R a\?
8Ty = Roo + R A—ﬁ—l— (d 2)(d—1) (E) —A
converges exponentlally fast to 0. Note that Ty; = T;o = 0 follows from the

form of the Ricci tensor and the metric. If also the DEC holds, then any other
component of the stress tensor can be bounded by |T;;| < Ty by choosing
suitable timelike vectors. Hence, all components of the stress tensor vanish
exponentially.
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1.3 More about spacetime

1.3.1 Well-posedness and global hyperbolicity

The equations of motion that we derive from a Lagrange density are typically
hyperbolic equations, which describe a wave-like propagation of disturbances
through spacetime. Here the maximum speed is encoded in the Lorentzian
metric gq,: at every point disturbances must propagate within the future
light-cone. For hyperbolic equations it is natural to consider the Cauchy
problem, which poses initial data at some ”time”, that should uniquely de-
termine a solution throughout the manifold. Typically, the solution depends
continuously on the specified data (in some suitable topology) and we then
speak of a well-posed Cauchy problem.

The Cauchy problem for GR coupled to other fields satisfying hyperbolic
equations can be shown to be well-posed under fairly general circumstances,
cf. [30, 9, 19]. Here one prescribes initial data on some smooth manifold .S,
satisfying certain constraints related to the diffeomorphism invariance of GR
and the gauge symmetries of the fields ®, and one finds a manifold M of one
dimension higher, together with solutions ¢,, and ® for the field equations
and a natural embedding of S into M, such that the solution reproduces the
prescribed initial data on S. It is interesting to note that the proof of well-
posedness of such Cauchy problems often exploits energy estimates, which in
turn are related to the DEC for a (auxiliary) stress tensor [9] Appendix III.

Moreover, in GR there is a unique maximal solution (M, g,) up to diffeo-
morphism invariance, if we insist that solutions should be globally hyperbolic.
There are several equivalent definitions of this concept, but a convenient one
is that there must exist a Cauchy surface ¥ C M, which is a set ¥ such that
every inextendible timelike curve v in M intersects X exactly once. Such a
Cauchy surface is automatically an embedded continuous hypersurface. (It is
even an embedded Lipschitz-continuous hypersurface, cf. [27] Ch.14 Prop.25
and its proof.) Naturally, the initial data surface S is a Cauchy surface.

Very many globally hyperbolic Lorentzian manifolds exist. Indeed, in
every Lorentzian manifold (M, g,) and for every x € M we can find an open
neighbourhood U C M of z, such that (U, gap|v) is globally hyperbolic (cf.
[27] Ch.14 Lemma 43). In a globally hyperbolic Lorentzian manifold there
also exist many Cauchy surfaces. One can show that M can be foliated by
smooth and spacelike Cauchy surfaces [2, 3]. Indeed, there are very many
ways to foliate M by such Cauchy surfaces and there is usually no preferred
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way to do this. Each such Cauchy surface can be called a ”time-slice” and
is a suitable set to specify initial data on.

A consequence of global hyperbolicity is that the Lorentzian manifold
(M, gap) is time-orientable, i.e. that there exists a timelike vector field t*
on M which is everywhere timelike for g., t*t, < 0. In particular, ¢* must
be non-zero everywhere. At every point x € M the timelike vectors in
T, M form two disjoint open cones and the existence of ¢t* shows that we can
choose which of these are the future pointing vectors at every point x € M in
a way that depends smoothly on x. Mathematically, a time-orientation is an
equivalence class of such timelike vector fields, where t* and s® are equivalent
iff the vectors lie in the same cone at every point z € M (i.e. t%s, < 0).
We call the Lorentzian manifold ¢ime-oriented when a time-orientation has
been chosen and we sometimes denote the equivalence class by t. For any set
A C M we can then denote by J"(A), resp. J~(A), the causal future, resp.
past, of A, i.e. the set of points that can be reached with a (piecewise) C*
curve from A whose tangent vector is always a future, resp. past pointing
causal vector.

Note that the description of time-orientability parallels that of orientabil-
ity. M is orientable if there exists a volume form wg,..q,, i.e. a nowhere
vanishing differential form of maximal degree d (where we recall that d is the
dimension of M). wy,..q, 18 a section of a line bundle over M and picks out
one half of that bundle at every point x in a way that depends smoothly on
x. An orientation is an equivalence class of such volume forms, where two
volume forms are equivalent if they are positive multiples of each other at
every point. We call M oriented, when an orientation has been chosen and
we sometimes denote the equivalence class by 0. We have assumed from the
outset that M is oriented.

1.3.2 Locality and general covariance

At this point we will change our perspective in two ways. Firstly, we will
assume from now on that the Lorentzian metric g, is fixed, rather than
a dynamical variable. This is a reasonable approximation when variations
in the metric are negligible compared to the variations of the other fields.
This is also the approximation that we will make later on, when we will
consider QFTs in fixed background metrics. It is important to note that
many hyperbolic field equations, especially linear ones, still have a well-posed
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Cauchy problem in a fixed globally hyperbolic Lorentzian manifold (M, gu),
where we can prescribe initial data on any smooth, spacelike Cauchy surface.

Secondly, we will introduce a systematic way to handle the fact that we
do not know in advance exactly what manifold M or what Lorentzian metric
Jap 18 the right one to describe, say, the universe that we live in. Although
it seems clear that the dimension is four, we are less certain about, e.g., the
topology of M. Unfortunately cosmological observations only provide limited
evidence on such questions, but, on the positive side, we do not expect the
global shape or topology of the universe to play any role in the description
of local physical processes taking place, e.g., on Earth or in our solar system.
It shouldn’t matter which spacetime region we choose to describe a system,
as long as it contains all the times and places of interest and everything that
can influence those.

The differential geometric formalism of GR already allows us to describe
physics without committing to a particular choice of coordinates, treating
all choices on an equal footing. (After all, physical processes take place re-
gardless of the coordinates that we use to describe them.) In a completely
analogous way we now want to treat all globally hyperbolic Lorentzian man-
ifolds on an equal footing. A convenient way of doing so invokes some basic
category theory. We refer to [25] (and also [39]) for further details.

Recall that a category C consists of a class of objects, Obj(C) and a class
Mor(C) of morphisms, which can be depicted as arrows between objects. Each
morphism f has a domain dom(f) € Obj(C) and a codomain cod(f) € Obj(C)
and we write Hom(a, b) for the class of all morphisms with domain a and
codomain b. Furthermore, for each object a € Obj(C) there is an identity
morphism id, € Hom(a,a) and any two morphisms f € Hom(a,b) and g €
Hom(b, ¢), where cod(f) = dom(g), have a composition go f € Hom(a,c). The
objects and morphisms of a category are required to satisfy the following two
assumptions for any f € Hom(a,b), g € Hom(b, ¢) and h € Hom(c, d):

ho(gof)=(hog)of
foid, = f=idyo f.

We will make use of the following category of localisation regions:

Definition 1.3.1. Fix d € N, d > 2. The category Loc of localisation regions
has objects M = (M, gup,0,t), which are all smooth connected manifolds
M of dimension d, with a smooth Lorentzian metric g,,, which makes the
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Lorentzian manifold globally hyperbolic, and with an orientation o and a
time-orientation t. The morphisms ¢ : M; — M, in Loc are all smooth
embeddings ¢ : M; — My which preserve the metric, ¥*(g2) = g1, the
orientation, ¥*(02) = o7, the time-orientation, ¥*(tz) = ¢, and also the
causal structure, in the sense that for any causal curve v in My between two
points ¥ (x), ¥ (y) in (M;), the entire curve v must already lie in (M).

Preservation of the causal structure means, roughly speaking, that M
does not contain any new causal pathways for an event v (z) to influence
the event ¥ (y) that were not already included in M; (or its diffeomorphic
immage under ).

To describe physical theories we will use functors. A covariant functor
F : C — D between two categories consists of two mappings, F' : Obj(C) —
Obj(D) and F' : Mor(C) — Mor(D), which we both denote by the same
name F', such that a morphism f : a — b in C gets mapped to a morphism
F(f): F(a) = F(b) with F(id,) = idp(q) for all a € Obj(C) and F/(fog) =
F(f)o F(g) for all morphisms f, g € Mor(C) whose composition is defined.

A contravariant functor F : C — D is defined analogously, except that it
reverses the direction of morphisms. It consists of the mappings F' : Obj(C) —
Obj(D) and F : Mor(D) — Mor(C), such that f : a — b gets mapped to
F(f): F(b) = F(a) and we have F(id,) = idp( and F(fog) = F(g)o F(f).

We will use functors in the following way. Suppose that C is some cat-
egory, whose objects we use to describe physical systems. A local and co-
variant physical theory should provide us with a functor F' : Loc — C. In
particular, it associates an object F'(M) € C for every globally hyperbolic
Lorentzian manifold M € Obj(Loc), where we think of F'(M) as describing
the system in region M. The fact that F' is a functor now expresses the
locality and covariance of the theory. Indeed, every morphism v : My — My
in Loc can be written as a composition of an isomorphism ¢’ : My — M|
with M := ¢(M;) and a canonical inclusion ¢ : M| — M, which is a
morphism in Loc such that «(z) = = on the subset M; C Mjy. Covariance
arises, because any isomorphism ¢ in Loc gives rise to an isomorphism F'(v))
between the objects in C that describe the physical systems. Locality arises
from the morphisms F'(¢) corresponding to inclusions in Loc, which show that
the physical system F(M;) is a subsystem of F'(Ms).

3Here the pull-back of a timelike vector field can be defined, because 1) is a diffeomor-
phism onto its range, so we can push-forward by 1.
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Using the ideas of category theory one can consider e.g. natural trans-
formations and isomorphisms between functors to compare different locally
covariant theories, or to replace categories with equivalent ones. One can
also consider limits and more advanced constructions, but we will not pursue
these ideas here (see e.g. [39, 14] and references therein).

Remark 1.3.2. (a) All globally hyperbolic Lorentzian manifolds of dimen-
sion d can be embedded in a Minkowski space MY (@ of suitably large
dimension N (d), see [26]. It therefore suffices to consider only those em-
bedded globally hyperbolic manifolds. More precisely, the category Loc
is equivalent to the full subcategory Loc’” whose objects are embedded
hypersurfaces in MY . The latter is a small category in the sense that
Obj(Loc’) is a set, rather than a more general class, cf. [39] Sec.2.2.

(b) For any object M € Obj(Loc) any smooth isometric diffeomorphism of M
defines a morphism in Loc. In this way, Loc contains the symmetry group
of M consisting of all isometries. The use of the category Loc, rather
than groups of isometries, is a quite useful generalisation, because it ex-
presses both locality and general covariance, which are in some sense the
symmetries of the theories we consider. It can therefore be argued that
the term "spacetime” should apply to the category Loc, rather than its
individual objects [33]. For further interesting comments on the concept
of general covariance we refer to [17].

(c) One might wonder if the assumption of global hyperbolicity for objects
in Loc is too restrictive. Apart from the fact that Loc already has many
physically useful objects, one usually encounters difficulties when at-
tempting to generalise Loc. Moreover, in the context of quantum gravity,
attempts to enlarge the category Loc are beside the point, because the
assumption that there is a smooth manifold underlying our physical the-
ories is unjustified: we cannot localise events with perfect precision. In-
stead, spacetime is only expected to emerge as an effective description at
low energy scales. In the language of category theory this could perhaps
be expressed as follows: A physical theory is a category C of systems with
their subsystem relation. It is a local and covariant theory if there exists
a functor F' : Loc — C. It admits an emergent spacetimes if there are
parameter-dependent families Loc, and functors F) : Locy — C, where
A denotes the energy scale and Locy some kind of ”quantum spacetime”,
such that Locy approaches Loc as A — 0" in an appropriate sense.
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Chapter 2

Quantum field theory

2.1 Algebraic quantum theory

A general physical system can be described in terms of the states that it can
be in and the observables that we can measure on it. In classical physics,
the set of pure states forms the phase space and the observables can be
described by real-valued functions on this phase space. In quantum physics,
the observables are given by self-djoint elements in a suitable complex *-
algebra that characterises the system. In this section we will review this
algebraic point of view and see how it applies to QFTs. Following [6] we will
introduce locally covariant QFTs (LCQFTs), which generalise the algebraic

QFTs (AQFTs) of Haag-Kastler [18] to curved spacetimes.

2.1.1 Algebras and states

Let A be an associative complex algebra, i.e. A is a complex vector space
with a bilinear product map m : A x A — A, written as m(A,B) = A- B
(or shorter: AB), such that (A-B)-C = A-(B-C) for all A,B,C € A.
A *-algebra is an associative complex algebra A with a x-operation, i.e., a
complex antilinear map * : 4 — A, which is an involution, (A*)* = A for
all A € A, and such that (A- B)* = B*- A*. Unless stated otherwise, we
will assume that a *-algebra A has a unit 7, i.e. an element I € A such that
I1-A=A=A-1forall A€ A. This unit is always unique and in particular
we have [* = [. If A does not have a unit, one can show that one can add a
unit by enlarging A.
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Example 2.1.1. (i) An important example of *-algebra is B(H), the alge-
bra of all bounded linear operators on a Hilbert space H. Here A* = A*
is the adjoint operator.

(ii) If we also want to consider unbounded operators we can choose a dense
linear subspace D C H and consider L(H, D), the algebra of linear
maps A : D — D such that the domain of A* again contains D. The *-
operation on L(H, D) is then defined by A* = A*|p and the unit is |p.
Note that L(H,H) = B(#H), where the boundedness op the operators
follows from the Hellinger-Toeplitz theorem, which is a consequence of
the closed graph theorem, cf. [29] Sec.IIL5.

A *-homomorphism between *-algebras A; and Aj is a complex linear

map « : Ay — A, that preserves products and the *-operation. Unless stated
otherwise, we will also assume that « preserves the unit, a(l;) = . If «
is bijective, then its inverse is also a *~homomorphism and the two algebras
are isomorphic. By a *-representation of a *-algebra A we will mean a *-
homomorphism 7 : A — L(H, D) for some Hilbert space H and some dense
domain D.

A state on A is a linear functional w : A — C which is normalised,
w(l) = 1, and positive, w(A*A) > 0 for all A € A. This generalises the
expectation value (v, Av) for operators A € B(#) for a unit vector v €
‘H, which is commonly encountered in quantum mechanics to describe pure
states. It also generalises the notion of mixed states, given by tr(p - A) for
all A € B(H), where p is a density matrix (or better: density operator), i.e.
p > 0 is a positive trace class operator with tr(p) = 1. (Here positivity of
p means (v, pv) > 0 for all v € H.) Diagonalising p we have tr(p - A) =
> ien Pi{vy, Avj) for unit vectors v; € H and numbers p; € [0, 1] such that
> jenPj = 1. One can think of p as describing a situation where the system
is in the state given by v; with probability p,.

The following result and its constructive proof allow us to express abstract
*-algebras and states in terms of the more concrete language of Hilbert spaces.

Theorem 2.1.2 (GNS-construction). Given a state w on a *-algebra A, there
exists a GNS-qudrauple (H,,, 2w, Dy, m,), where H,, is a complex Hilbert
space, €2, a unit vector in H,,, D, C H, a dense linear subspace and m, :
A — L(H,,D,) a *-representation such that D, = m,(A)€,, and

w(A) = (Qu, 7o (A) Q) 1,
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for all A € A. The GNS-quadruple is unique up to unitary equivalence, i.e.,

/ /

for any other quadruple (H.,, €2, D!« ) with the stated properties there is
a unitary isomorphism U : ‘H, — H/, such that Q) = UQ,,, D/, = UD,, and
7 (A) = Un,(A)U* for all A € A.

w

Proof: The construction works as follows. w defines a semi-definite inner
product on A by (A, B) — w(A*B). Let N = {A € A | w(A*A) = 0} be the
set of vectors in A with 0 "norm”. Note that N' = A{4A € A | w(B*A) =
0 VB € A} (by the Cauchy-Schwarz inequality), so N is a linear space. We
let D, = A/N be the quotient space, on which we define an inner product
by ([4],[B]) := w(A*B) and we let H,, be its Hilbert space completion. We
let Q, = [I] € D,, and we define the representation by setting m,(A)[B] =
[AB], which is well-defined, because w(C*AB) = w((A*C)*B) entails that
AN C N. We also have 7, (A)*|p, = m,(A4*) and 7,(A - B) = n,(A)m.(B),
so T, is a *-representation, as desired. Given any other quadruple with the
stated properties one can define a linear map U : D, — D/, by setting
Ur,(A)S, = 7, (A)Q, for all A € A. One can show that this is a well-
defined isometry, which extends uniquely to the desired unitary U. O

Remark 2.1.3. (a) The fact that the state w is represented by a vector €,
in the GNS-representation does not show that w is a pure state. Indeed,
starting with a mixed state on B(H) which is given concretely by a
density matrix p in the Hilbert space H, the GNS-construction provides
us with a different Hilbert space representation on some Hilbert space
H, and a vector {2, that represents the same mixed state. There are
ways to characterise pure and mixed states on abstract *-algebras, but
they do not refer to vectors in a Hilbert space. (Cf. Def.3.4.5 in [22].)

(b) The Hilbert space H, and the representation m, may depend on the
choice of state. E.g., we cannot expect a thermal state of a QFT in
Minkowski space at non-zero temperature to be representable in the
GNS-Hilbert space of the vacuum. Physically, this may be attributed
to an infinite difference in the amount of particles or energy.

We will denote the set of all states on a *-algebra A by A**!, where
the three superscripts indicate, respectively, that we are dealing with linear
functionals (*) on A which are positive (+) and normalised (1). In physical
applications the space A*"! is often much too large, because it contains
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many states that are physically unacceptable due to bad behaviour, such
as infinite energy densities. To avoid these, one can try to select a subset
S c APl to act as the state space of a physical system described by A.
Not every subset is equally suitable for this purpose, however. In particular,
one would like to have the following properties.

Definition 2.1.4. We will call a set S € A*™! a well-behaved state space
for a *-algebra A iff

1. S separates A: for every A € A # 0 there is aw € S with w(A4) # 0,
2. S is convex: \wy + (1 — ANwy € S for every wy,wy € S and A € [0, 1],

3. § is preserved under operations from A: For every w € S and
A € A with w(A*A) = 1 the state wy : B +— w(A*BA) isin S.

If (1) fails we can divide A by the linear subspace of unobservable oper-
ations. (2) allows for statistical mixing of states.

If S is a well-behaved state space for A, then we can use the pair (A, S)
to describe the quantum system and we can exploit the GNS-construction
to recover the conventional Hilbert space formulation of quantum physics.
Note that S = A*™! is always a well-behaved state space.

2.1.2 Algebras with additional properties

It is often useful to consider *-algebras A with additional properties. We will
mention a few important cases here and refer to the literature on operator
algebras for further details, e.g. [22].

Definition 2.1.5. U € A is called a unitary iff U*U = UU* = 1. A U*-
algebra is a *-algebra A such that every element in A can be written as a
finite linear combination of unitaries.

This definition follows Ch.2 of [12]. For every *-representation = of A
(with w(I) = I) and every unitary U € A we have ||7(U)z|]* = (z,7(U*U)z) =
|lz||* and also ||w(U*)z|* = ||z||*>. Thus (U) is a unitary on H (restricted
to a dense domain D) and hence bounded. Any *-representation represents
all operators of a U*-algebra by bounded operators.

Because S C A* 11 we also automatically have that A separates S: for every wi,ws €
S with wy # way there is an A € A such that wy(A) # wa(A).

23



If we are interested in bounded operators, we can often introduce an
operator norm already at an abstract level.

Definition 2.1.6. A C*-algebra is a *-algebra A with a norm ||.|| such that
(i) A is a Banach space, (ii) ||A- B|| < || Al - ||B|l, and (iii) [|A*All = || A
for all A,B € A.

C*-algebras generalise a number of key properties of the algebra B(H) in
Example 2.1.1(i). A key structural result in the theory of operator algebras is
that every C*-algebra is isomorphic to a norm-closed *-sub-algebra of B(H)
for some Hilbert space H ([22] Thm.4.5.6.). Furthermore, every C*-algebra
is also a U*-algebra (see [22] Thm.4.1.7.).

In order to apply spectral calculus results to self-adjoint operators one
would like *-algebras with sufficiently many orthogonal projections, i.e. op-
erators £ € A such that £ = E* = E%. The following classes of C*-algebras
serve this purpose.

Definition 2.1.7. A W*-algebra is a C*-algebra A such that A = B as
Banach spaces, where B’ is the space of continuous linear functionals on
a Banach space B. A wvon Neumann algebra A on a Hilbert space H is a
*-subalgebra of B(#H) which is closed in the weak operator topology.

If w € B defines a state on A by w(A) := A(w), then it is called a normal
state. For any normal state, m,(A) is a von Neumann algebra on H,,.

Example 2.1.8. To exemplify the various algebras we consider a simple har-
monic oscillator with classical phase space R?, variables ¢, p and symplectic
form o((q,p),(¢,p")) = qp' — pq’. The corresponding quantum system can
be described by the *-algebra A; generated by two self-adjoint elements @, P
satisfying [Q, P] = ihl. A; is not a U*-algebra.

One can describe the same system by a U*-algebra A, generated by two
families of unitaries U(q), V (p) such that U(q)V (p) = e~V (p)U(q). For-
mally, U(q) = €% and V (p) = eF.

By the Stone-von Neumann theorem there is a unique irreducible regular
representation m of Ay, up to unitary equivalence ([4] Cor.5.2.15). We can
define a norm on Ay by setting ||A|| := ||7(A)|]. Completing Ay in this
norm yields a C*-algebra Az. Extending 7 by continuity to As we find an
isomorphism A3 — B(#), where B(#) is a von Neumann algebra. The fact
that we do not get more interesting von Neumann algebras is related to the
finite dimension of the classical phase space in this example.
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2.2 Lagrangian QFTs

In this section we will define an algebra that describes the observables of a real
scalar Lagrangian QFT. We follow the basic framework of [7], extended to an
arbitrary globally hyperbolic Lorentzian manifold M = (M, g,). Examples
with states and representations will be discussed in later sections.

A classical real scalar field has configuration space & = C*(M,R).
Which configurations are allowed by the dynamics of a theory depends on
the equations of motion, which, in our case, will be derived from a Lagrange
density. We will consider Lagrange densities of the form

1 1 N
Ly, 9] = (—(g’)abvm Vo + §m2q§2 + §£R’¢2 + ; cn(x)<;§(a:)”> dvoly ,

(2.1)

where N € N and ¢, € C®(M,R) are arbitrary and we assume that the
difference dgq.p = ¢, — gap Of the Lorentzian metrics is compactly supported
and smooth. These Lagrange densities are a special case of Lg[¢', ¢] as given
in (1.7) with potential function V(¢) = Zg:o cn()p(x)™. We denote the
corresponding action functionals by S(f)[¢’, ¢] as in Section 1.1.

Note that dvoly (z) = pgdvoly(x) for some py € C5°(M,Rs) with pgy—1
compactly supported. We can therefore express S in terms of dvol, as

1

S(ld' ¢l = /M frg (5(9’)“8@@5&925 + %m2¢2 + %gRng + V(¢>)) dwol, .

The algebra that we will define is meant to encode the response of a QFT
to compactly supported variations of the Lagrange density L[g, ¢| (with the
reference metric gq,) within the class (2.1). We are therefore interested in
differences L'[¢', 9] — L]g, ¢], where the coefficients vary only in a compact
set. Because (uy —1)m? and py R — R are in C§°(M, R) (with R the scalar
curvature of the metric g,, and R’ that of g/, ), we can write such a difference
Mol = L'g, o] — L]g, #] in the form

o] = (%Pyab&ﬁb - Op + Z cn(x)(b(x)") dwol,, (2.2)

for some (new) coefficient functions ¢,, € C§°(M,R) and with

V= g ()" — g (2.3)
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a compactly supported, smooth and symmetric tensor field. Correspondingly
we define the functionals F[¢] := [, A, i.e.

Foj=c+ | (%W@am(x)abas(x) + chmas(x)“) dvoly(z). (24)

Note that adding an n = 0 term to the sum amounts to changing the constant
¢ by [,,co(z)dvoly(x). The advantage of excluding n = 0 from the sum is,
that the coefﬁc1ent ¢, the tensor v* and the functions ¢, for n > 1 are then
uniquely determined by F', as one can show using the variational lemma.

When d = 2, all Lorentzian metrics are locally conformally equivalent,
i.e. we locally have g/, = v?g, for some smooth v > 0 and hence py = v/,
(¢')% = v72g% and 4®* = 0. This means that perturbations of the kinetic
term of L[g, ¢] are not described by any local degrees of freedom. To avoid
this issue we will assume d > 2 from now on.

When d > 2 and A = L'[¢/, ¢] — L]g, ¢|, then we can recover ¢, from g
and the formula (2.3) for 7% by setting

—2
[ U (7l ) e

where (¢! + ’y) denotes the Lorentzian metric whose inverse is g +
Note that a functlonal F' of the form (2.4) arises from a perturbation of the
Lagrange density £ only if g*® + % defines an inverse Lorentzian metric,
which is not true for all test tensor fields v

Definition 2.2.1. We will write F(M, L), or F, for the set of all function-
als F of the form (2.4) with the property that g® + % defines an inverse
Lorentzian metric making M globally hyperbolic. We will write (gg)q, for
the Lorentzian metric determined by F' in this way, i.e g% = g% + .

F(M, L) is not a vector space, but it contains the vector space of elements
with v% = 0. Every F' € F(M, L) determines a unique v%, so (gr)ap is well-
defined and it equals g, outside a compact set. By assumption, (M, gr) is
again globally hyperbolic.

When we modify S by adding a term F' € F(M, L), then we modify £ by
adding a term A of the form (2.2). We consider how this changes the theory
to the future of F'. For this purpose we define the spacetime support of F' by

supp(F) := supp(y U supp(cy,) -

n=1
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In particular, when N = 0 and 4%* = 0, then the functional F[¢] = c is
constant and we set supp(F') = 0.

Remark 2.2.2. With the same motivation one could also define the support
of densities A of the form (2.2) by the same formula. Note, however, that the
support of the coefficient function ¢y does not contribute to the support of
A, essentially because it does not change the equations of motion.

Definition 2.2.3. We define the relative action for all ¢y € C§°(M,R) by

65(¢o)lg, 0] := S(f)lg, ¢ + ¢o] — S(f)lg, ],
where f € C§°(M) with f =1 on supp(¢y).

Note that §S only depends on the perturbation ¢ of the field configura-
tion, not on f, aslong as f = 1 on supp(¢g). Moreover, 65(¢y) is a functional
in F(M, L) with gss = g, because the quadratic terms in J,¢ stemming from
the kinetic term of £ cancel out and the linear terms in d,¢ can be rewritten
using an integration by parts. By a similar argument, if F' € F (M, L), then
the functional ¢ — F[¢ + ¢y] is also in F(M, L) with the same 2.

Definition 2.2.4. Given the Lagrange density £ on M, the dynamical al-
gebra Ag\g) is generated algebraically by an identity I and operators U(F')
and their adjoints U(F)* for each F' € F(M, L), subject to the following
relations:

(1) unitarity: U(F)* = U(F)™! for all F € F(M, L),
(2) normalisation: U(c) = €I for constant functionals c[@] = ¢, ¢ € R,
(3) dynamics: for each F' € F(M, L) and ¢y € C°(M,R),

U(F) = U(F[. + éo] + 05(¢0)) ,

where F/[. 4+ ¢| is the functional in F(M, £) defined by ¢ — F[¢ + ¢),?

2 Alternatively there is an off-shell formalism, where the equations of motion are not im-
plemented in this strict sense, but one requires U(F)U(6S(¢o)) = U(F[. + ¢o] +3S(¢0)) =
U(6S(¢o))U(F) instead. In this case the operators U(dS(¢o)) are in the centre of the
algebra. For clarity we sometimes call A®) the on-shell dynamical algebra.
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(4) causal factorisation: for all Fy, Fy, F3 € F(M,L) such that Fy +
Fy + F5,Fy + F5,F + F3 € F(M,L) and such that supp(F}) lies to
the future of supp(Fy) in (M, gp,), i.e. supp(F;) does not intersect?
J(?\/z,gFS)(SUPP(Fz))a

U(F1 —|— F3 + FQ) - U(Fl + Fg)U(Fg)_lU(Fg + FQ) .

A few comments on this definition are in order.

In quantum physics we can think of unitary operators as operations acting
on the system. Relation (1) in Definition 2.2.4 posits that a change of £ is an
operation that changes the dynamics of the system and should be described
by a unitary operator. A general element A € A§§) is of the form

N
A=z2+ ZUEM)Y - UFP)
n=1

for some NV € N, z, € C, Fj(n) € F(M, L) and sg-n) € {£1}. Here, each term

is a multiple of a unitary, so AE@ is a U*-algebra. By a standard construction

one may define a norm on AS\?, namely ||A| := sup 6<A(£))*,+,1 |70 (A) |3, -
w M

Taking the completion in this norm yields a C*-algebra [7].

Relation (2) is a kind of normalisation. Even without (2) one can derive
from (4) that the map ¢ — U(c) is a group homomorphism from (R, +) to the
group of unitaries in the centre of Ag\? (i.e. commuting with all A € AE\?).

In relation (3) we first recall that the functional F[. 4+ ¢] is indeed in
F(M, L) and that the sum of the functionals is always well-defined, because
0S does not change the reference metric. This dynamical axiom is an inte-
grated form of the Schwinger-Dyson equation known from perturbative QFT.
We will see in examples that relation (3) fixes the dynamics of U(F') for F
at most linear in ¢, but it does not fix the dynamics completely, see the
discussion of the time-slice axiom in Section 2.4.1 or [5].

The causal factorisation in Relation (4) refers to the time ordering of
Fy and F, w.r.t. the deformed metric gp,. When F3 = 0, it simply states
that U(Fy + Fy) = U(F,)U(Fz) when the support of F} is later than that
of Fy in the reference metric g. In particular, if these supports are spacelike

3Equivalently one may require that there exists a smooth spacelike Cauchy surface ¥
in (M, gp,) such that supp(Fy) lies to the future (w.r.t. g, ) of ¥ and supp(F») to its past.
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separated, then U(F;) and U(F,) commute. More generally the equality
U(Fy+ Fy) = U(F)U(F;) shows that U(F; + F») behaves like a time ordered
exponential that is often encountered in perturbative QFT. In fact, relation
(4) is motivated by identities that were first developed in the perturbative
setting.

For all F, H € F(M, L) such that '+ H € F(M, L) we define
Up(F):=UH)'UH+ F). (2.5)

Then relation (4) is equivalent to the validity of the time ordering formula
Up,(F1 + F3) = Up,(F1)Up, (F3) in (M, gg,) for all Fy, Fy, F3 for which the
sums are defined.

Relation (4) almost follows from the time ordering formula for U itself. If
¥ is a Cauchy surface in (M, gg,) that separates the supports of I} and F}
and if we can write F'3 = F, + F_ with supp(F4) to the future, resp. past
of X, then the time ordering formula for U gives

U(F1+ F3+ F) =U(F1+ F)U(F- + F,)
(Fy + FOU(F)U(E)U(F) U(F)U(F- + F)

(FL+ F)U () 'U(Fy + F) .

U
U

In general, however, the splitting of F3 destroys the smoothness of the coef-
ficients.

If £'[g,¢] is a Lagrange density with the same reference metric, then
F(M, L") = F(M,L). Setting H[¢] := [,,L'[g,¢] — L[g,¢] we have H €
F(M,L) and the operators Uy (F) of (2.5) are well-defined for all F' €
F(M,L"). It is easy to verify that these operators satisfy the defining rela-
tions for the algebra Ag\f). We can recover U(F) = Ug(—H) 'Uy(—H+F),
so the algebras AE\[;) and Ag\f[:) are isomorphic.

This isomorphism fails when the difference of the Lagrange densities is
not compactly supported, or when the kinetic term is modified, because
F(M, L) # F(M,L) in those cases. However, if the change in the Lagrange
density has coefficients that are not compactly supported, then the argument
above can be applied at least locally by using suitable cut-off functions [7].
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2.3 Toy model: the free scalar field

As an example we consider a free scalar field given by the Lagrange density

Lislg, ¢ = % (97°0a00 - Oyp + m*¢* + ERY?) dvol .

Before we study the quantum theory, we first review the classical theory.

2.3.1 The classical scalar field

For any ¢o, f € C5°(M,R) with f =1 on supp(¢y) we compute the relative
action

0Skt(00)[0] = Stst(f)[@ + do] — Sest(f)[]
- /M F(Laelg, & + do] — Luelg, 9])

- / F(6™Dado - D+ m> o + £ Rbod) dvol, + / F Lol
M M

:/ Do P dUOlg+/ £fsf[¢0], (26)
M M

where P = —0O + m? + £R. The Euler-Lagrange equation is therefore the
modified Klein-Gordon equation (1.8) with V' = 0.

It is well-known that the Klein-Gordon equation has a well-posed ini-
tial value formulation on any globally hyperbolic Lorentzian manifold M =
(M, g), cf. Ch.3 of [1]. T.e., for any smooth spacelike Cauchy surface 3 and
any functions fo, fi € C°°(X) there is a unique solution ¢ € C*°(M,R) to
P¢ = 0 with ¢|s = fo and V,¢|s = f1, where V,, denotes the future point-
ing normal derivative to . Furthermore, if the initial data are supported in

A C X, then supp(¢) C JT(A) U J (A).

Definition 2.3.1. A closed set A C M is called spacelike compact, resp. past
spacelike compact, resp. future spacelike compact when A C JT(K)UJ (K),
resp. A C JT(K), resp. A C J (K) for some compact K C M.

A function is called spacelike compact, resp. past spacelike compact, resp.
future spacelike compact iff its support is. We will denote the spaces of all
smooth functions with such supports by C’;C"/psc /fsc(/\/l, R), respectively.

30



When the initial data are compactly supported, the solution ¢ is spacelike
compact. One can show that ¢ is spacelike compact iff its intersection with
every smooth, spacelike Cauchy surface in M is compact and hence its initial
data on any other smooth spacelike Cauchy surface is also compact [31].
We will write S°(M,R) for the space of all real-valued spacelike compact
solutions ¢ to P¢ =0 on M.

Related to the well-posedness of the initial value formulation is the fact
that the Klein-Gordon equation has unique advanced (—) and retarded (+)
fundamental solutions E*. These are linear maps £~ : CZ(M,R) —
CR(M,R) and E : C% (M, R) = C%.(M,R) such that PEXf = f for
all f € O (M, R) and supp(E*f) C J*(supp(f)). The operators E*
are dual to each other under the inner product of L*(M,R,dvol,), because
for any fy € C . (M,R)

psc/fsc

(f B fy)=(PE f ETf)=(E"f,PETf)=(E"f_, fi),

where the integrations by parts needed to move P to the right are allowed,
because the intersection of the supports of E~f_ and E*f, is compact. It
follows from further integrations by parts that

<f—)E+Pf+> = <E_f—ha Pf+> = <PE_f—)f+> = <f—7f+>

and hence

ETPf. = fs

for all f, € C2 (M, R). Similarly,

E-Pf =f_

for all f_ € C2(M,R).

The operator E := Et — E~, defined on C{°(M,R), is a convenient
tool to generate solutions to the Klein-Gordon equation, because PEf =
PE-f—PE*f =f—f=0forall f e CPM,R). The following result
summarises some of the basic facts of the classical theory.

Proposition 2.3.2. The following sequence is exact
{0} = CP(M,R) & (M, R) & SP(M,R) = {0}.  (2.7)
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This shows in particular that all spacelike compact solutions to P¢p = 0
can be written as ¢ = Ef for some f € C5°(M,R).

Proof:  ker(P) = {0}, because a compactly supported f with Pf = 0 has
vanishing initial data on some Cauchy surface to the past of its support.
Also, ran(P) C ker(FE), because EPf = EYPf — E-Pf = f— f = 0.
Conversely, if Ef =0, then x := ETf = E~ f must be compactly supported
in J™(supp(f)) N J~ (supp(f)) and therefore f = Py, so ker(E) C ran(P).
To see why F is surjective we take any spacelike compact solution ¢ and
two Cauchy surfaces > in M such that ¥, lies to the future of ¥_. We
then choose y € C*°(M,R) such that x = 0 on J(X_) and x = 1 on
JT(3;). Then x¢ has past spacelike compact support and hence E*Py¢ =
X¢. Similarly, E-P(x —1)¢ = (x — 1)¢. Because P(x — 1)¢ = Px¢ we then
find EPy¢ = E*Px — E~P(x — 1)é = x6 — (x — 1) = 6. 0

Remark 2.3.3. Note that the handling of the supports in the proof of
Proposition 2.3.2 is a bit delicate. We do not have E~Px¢ = x¢, be-
cause the support of y¢ is not future spacelike compact. Instead we have

E~Px¢=E"P(x—1)¢p = (x — 1)¢.

The last argument in the proof of Proposition 2.3.2 can be refined further,
because we still have a lot of freedom to choose y and, hence, to control the
support of Px¢. In particular we will use the following result.

Lemma 2.3.4. Given f € C§°(M,R) and a compact set K C M we can
find fi, ¢y € C§°(M,R) such that f = f +Pp, = f-+P¢_ and supp(f+)N
JE(i) = 0.

Proof. In the last paragraph of the proof of Proposition 2.3.2 we can choose
Y+ in such a way that > _ lies to the future of K. Taking ¢ = Ef, fy = Px¢
and ¢, = ET(f—f) it then follows that supp(f;)NJ~(K) =0 and ¢ = Ef,,
so BE(f—fy)=0and ¢, = E*(f—fy) = E~(f— f1) is compactly supported
with P¢, = f — fi. The proof for the other sign is analogous. O

As a last thing before we consider the quantum theory we note that E de-
fines a symplectic form on the quotient vector space C§°(M,R)/PC5 (M, R)
by o([f],[h]) = (f, Eh). Equivalently this may be viewed as a symplec-
tic form on the solution space Sgf(M,R). The latter can be expressed in
terms of the initial data of such solutions on any Cauchy surface. Writing
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(fo, f1) for the initial data of Ef on a smooth spacelike Cauchy surface ¥
with f € C5°(M,R) and similarly for A we have by Stokes’ theorem

a([f], [n]) = (f, Eh)
= PETf)Eh dvol,
> / o P

= VYEFfV.Eh — (V. E*f)ERh) + E* fKEh dvol,
R (V.E*)ER) vo
-y / (B Y, Eh — (Vo E* f)ER) dvols,
I b
_ / (EfV,Eh— (V,Ef)Eh) dvols
by

= /(f()hl - flhO) dUOlZ (28)

where dvol is the volume form on ¥ determined by the Riemannian met-
ric induced by g. This equality is analogous to the canonical commutation
relations [¢, p| = ik in quantum mechanics, if we think of fy and hg as posi-
tions and fi, h; as momenta. Remarkably, this formula is independent of the
choice of the smooth spacelike Cauchy surface .

2.3.2 The quantized free scalar field

Now we turn to the algebra Ag\%f) and we will focus on the operators U(F)
for the simple class of functionals /' = ¢ 4+ Ly, where ¢ € R is a constant
functional and

L¢[g] := /M fo dvol,

with f € C5°(M,R). Note that U(L; + ¢) = U(L;)U(c) = e“U(Ly) by
normalisation and causal factorisation, because ¢ has empty support.
When ¢y € C5°(M,R), then §Sk¢(¢o) is also of the form Ly + ¢, because

0Sut(¢0) = Lpg, + Set(h) [¢o] (2.9)

by equation (2.6), for any h € C§°(M,R) with h = 1 on supp(¢yp). In As\ﬁfsf)
we have U(0Sgt(¢po)) = I by relations (3) and (2) and hence

U(Lpg,) = e st (b = 10on supp(ey)). (2.10)
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Let f, fy, ¢4+ € C°(M,R) such that f = f, + P¢,. Since Ly = Ly, +
Lpg, we can use (2.9) and relation (3) to compute (with 2 = 1 on supp(¢))
U(Ly) = e WU (L, 4 6Sui(¢4))

= e WYLy [ — ¢.])

— ¢ sy [¢+]*i5fsf(h)[¢+]U<Lf+) 7 (2.11)
because Ly, [. — ¢4] = Ly, — Ly, [¢+]. This allows us to move the support of
f to the support of f., at the cost of a phase factor e "%+ [P+]=iSkss ()],

If F e F(M,L) is supported in the compact set K we can choose f
supported to the future of K. Noting that ¢, = EtTP¢, = ETf — E*Tf,
and using the fact that the supports of E* f, and F do not intersect we then
have F[. + ¢, | = F[. + E* f]. With this identity we find

U(Lf)U(F) = ¢ sy [¢+]*i5fsf(h)[¢>+]U(Lf+>U(F)
— e sy [¢+]—istf(h)[¢+]U(Lf+ + F)
= ¢ L OIS WA (L [+ 64] + FL 4 64] + 65ki(94))
=U(L;+ F[.+ ETf]), (2.12)
using again (2.9) in the last line. Similarly, for f = f_ + P¢_ with f_
supported to the past of K,
UF)U(Ly) =U(Ly+ F[. + E™ f]), (2.13)
U(Lp)U(F) = U(F[. + EfDU(Ly) .

If F =Ly, with h € C§°(M,R), then (2.12,2.13) yields
U(Ln)U(Lg) = "5 DU (Lpyn) = e FDU(Lp)U(Ly)

in terms of the L? inner product, because L+ Lp[.+E* f] = Ly +(h, EX f).
If supp(h) N J*(supp(f)) = 0 the phase factor in the middle term vanishes.
This is in line with the time ordering in AE\ZLM), but it is possible to get a
more symmetric relation, or rather, an anti-symmetric one under reversing
the time-orientation, as follows. We define the Weyl operators*

W(f) = esENU(L,) (2.14)

4A more symmetric expression for the phase factor in (2.14) can be obtained by using
(f.E~f) = (E*f.f) = (f.E* f) and hence (f, B~ f) = (f, Epf) with Ep := }(E+ +E~)
the Dirac propagator.
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for all f € C°(M,R). For all f,h € C3°(M,R) we then find
W)W (f) = e s BEDW (f 4 h) = e OEOW (£ W (h), (2.15)

using (f, E~h) = (h, E*f). Because W(0) = I we find in particular that
W(=f)=W(f)"t =W(f)"

(2.15) are the Weyl relations, which arise quite naturally if one interprets
W(f) = ¢®¥) as the complex exponential of a smeared field operator, i.e.
o(f) = [y f(@)p(x)dvoly(z), and imposes the canonical commutation re-
lations [¢(f), ¢(h)] = iE(f,h). The Weyl operators and the Weyl relations
have been known for about a century. It is nice to see that they are naturally
included in the recent dynamical algebra approach.

2.4 Locally covariant QFT

In QFT we want to describe quantum physics while keeping track of the
localisation regions of its observables, which are thought to be described by
quantum fields. Following the ideas of [6] we therefore associate a quantum
system to every localisation region in a coherent way.

We first introduce a category to describe (localised) physical systems and
their embeddings.

Definition 2.4.1. The category Phys has objects (A,S), where A is a *-
algebra and S a well-behaved state space for A, cf. Definition 2.1.4. A
morphism « : (A1, S;) — (As, S2) in Phys is a *homomorphism® « : A; —
A, with the property that the pull-back o : Ay™' — AP given by
a*w = w o a, maps Sy into S;.

A locally covariant QFT (LCQFT) is a covariant functor P : Loc — Phys.

5This definition differs from the approach of [6] in three minor ways. Firstly, [6] treats
the observables and the state spaces separately. Secondly, [6] uses a category of C*-algebras
(at least in first instance). Thirdly, [6] insist that the morphisms should be injective. We
will drop the last assumption, because it is already violated in free electromagnetism due
to Gauss’ law [32]. Indeed, one can consider an observable which determines the electric
flux through a surface that encloses a spacetime region O. If O is topologically non-trivial,
there is no way of knowing what charge might be hidden there, so the observable is non-
trivial. Embedding this into a larger region, however, we might close up the hole, fix the
electric charges present and map the observable to a multiple of the identity in line with
Gauss’ law.
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We can think of a morphism « as telling us how A; is a subsystem of A,,
and o tells us how states on A, restrict to the subsystem A;. Instead of
P(M) and P(y) we will prefer to write (A, Spr) and av.

We can describe the observable algebras of a LCQFT by a functor A :
Loc — Alg, where Alg is, e.g., a category of *-algebras with *~homomorphisms
(that preserve the unit, as always) as morphisms. A can be obtained as the
composition of P with a forgetful functor F' : Phys — Alg. We call A the
observables functor of P. Given an observables functor A we can try to
define a LCQFT P by taking Sy = Aj;7". This is well-behaved iff A"
separates Ay;. If Ay can be given a locally convex topology (e.g. if Ay is
a U*- or a C*-algebra) this follows from the Hahn-Banach theorem.

LCQFTs can enjoy many additional properties. Here are the two most
basic ones:

Einstein causality: For any two morphisms ¢; : M; — M in Loc,
i € {1,2}, such that ¢;(M;) and 1y(M;) are spacelike to each other, the
corresponding algebras au, (An,) and oy, (Apg,) in Ay commute. This is
motivated by the idea that operations localised at spacelike separation should
not be able to influence each other, so the order in which these operations
are performed should not matter. Note that this property only depends on
the observables functor of the theory.

Time-slice axiom: For any morphism ¢ : M; — Mj in Loc such that
(M) contains a Cauchy surface for M, the correponding morphism oy,
in Phys is an isomorphism. This means that ay : Ay, — App is a *-
isomorphism and «a, : Sy, — S, Is a bijection. This property is motivated
by the idea that the theory should satisfy some dynamical law, so knowing a
state in ¢(M;) should be enough to predict the state in the entire region Ms.
Similarly, any observable in M, can be reexpressed using the dynamical law
in terms of observables in 1 (M;). For the default state space Sy = A%!
one only needs to verify that a, is a *-isomorphism.

Remark 2.4.2. [6] point out that their framework, and the variation of
it presented in this section, generalises some of the ideas of algebraic QFT
(AQFT) as pioneered by Haag and Kastler [18]. Indeed, if we restrict our
attention to localisation regions that are subregions of Minkowski space, then
we naturally obtain a net of *-algebras and the functorial behavior naturally
leads to an appropriate action of the Poincaré group. Einstein causality
and the time-slice axiom in AQFT follow from those properties in LCQFT.
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Some structures in AQFT, e.g. those referring to the vacuum state, cannot
be generalised, however, because there is no local and covariant choice of a
preferred and well-behaved state that could replace the vacuum [14].

2.4.1 Lagrangian QFTs as LCQFTs

The dynamical algebras of Section 2.2 can sometimes be pieced together to
an observables functor A¥) : Loc — Alg for a LCQFT. To see this we fix
a Lagrange density L[g, ¢] of the form (2.1) with coefficient functions that
depend in a local and covariant way on the background metric. For simplicity
we will take the ¢, to be constant, but functions of the scalar curvature R or
other geometric quantities would also work. The formula for the Lagrange
density L[g, ¢| can be used on every globally hyperbolic Lorentzian manifold
M = (M, gap) (with the same metric as in £) to define a dynamical algebra
A

To define morphisms «,, associated to any morphism ¢ : M; — M,
in Loc we proceed as follows. Any configuration ¢ € C*°(M;y,R) can be
pulled back to a configuration *¢ = ¢ o ¢p € C*°(M;,R) and any func-
tional F' on C*°(M;,R) can therefore be pushed forward to a functional
(Ve F)[¢] := F[ip*¢] on C*°(Ms,R). For F € F(M;, L) we will show that
U F is in F(Msy, L£). F is of the form (2.4) and the compactly supported
smooth coefficients ¢, and tensor v** on M; can be pushed forward to (M)
and then extended by 0 to all of M;. These pushed forward coefficients
define a functional F in F (Ms, £). Using the fact that 1) locally preserves
the volume form one verifies that EF[¢] = F[)*¢], i.e. F = ¢, F and hence
U F' € Fu,. We now define a *~homomorphism oy, : AE\Z) — AE\Z) by setting

ay (Unp, (F)) 1= Uns, (¥ F)

where we put subscripts on the generators of the algebras in order to dis-
tinguish them. To see that this is a well-defined *~homomorphism one needs
to verify that the defining relations of the dynamical algebras are preserved.
The unitarity and normalisation are easily verified. For the dynamical rela-
tion we note that ¥, (F[. + ¢o]) = (Y F)[. + 4o, where 1), is defined by
extension by 0, as for the coefficients ¢, above. Putting subscripts on the
relative actions to distinguish them we also have ¥, (0.5, (¢o)) = S (Vo)

37



due to the geometric nature of the Lagrange densities. It follows that

oy (Unty (F'[. + do] + 650, (¢0))) = Unty (Vi (F'[. + o] + 0.5, (d0)))
= Unt, (0 F)[. + ¥upo] + 6Sus, (¥u6h0)))
= Unp, (¥ F)
= ay (U, (F))

as desired. For the causal factorisation we note that 1) preserves the causal
structure of the background metrics. Moreover, if the metric gets perturbed
by F € F(Mi, L), then ¢ : My — M, still maps the metric (gr)q on M; to
(gy. F)ap 011 My and it preserves the corresponding causal structures. Indeed,
if v is a causal curve in (Ma, gy, r) between two points x,y € (M), then v
must lie entirely in ¢ (M), for otherwise there is a piece 7' of v that connects
two points «’,y" in ¥;(M;) in a region where the metric is unperturbed,
but such that 4’ does not lie entirely in ¢(M;j). By assumption on the
morphisms of Loc this is not possible. Since 1) preserves also the perturbed
causal structures, the required support properties of F; and F5 in the causal
factorisation are preserved under the push forward by .

Einstein causality of the Lagrangian QFTs A (%) follows immediately from
the causal factorisation (with Fy = 0).

To study the time-slice axiom for A®) we consider a morphism 1) : N —
M in Loc such that ¢(N) contains a Cauchy surface for M. Now let F' €
F(M, L) and consider U(F'). We want to know if there exists an A € AED%V)

such that U(F) = A. For constant functionals F' = ¢ we can take A = ¢*I,
because the support of F'is empty. For a linear functional ' = L; with
f € C5°(M,R) in a free scalar field theory, £ = L, we can use equation
(2.11) to shift the support of f to N using essentially the classical well-
posedness of the equation of motion. (This would fail in the off-shell algebra.)

For functionals of higher order in ¢, however, the time-slice axiom fails,
even for free fields. The reason is that the dynamical axiom of Ag\?) does not
completely fix the dynamics for such functionals. We will now fix this (but
not in the most general setting).

Definition 2.4.3. The support supp(x) of a diffeomorphism y : M — M is
the smallest closed subset C' C M such that x(z) = x for all x ¢ C. We will
write Diff.(M) for the group of diffeomorphisms of M of compact support.

An easy class of examples of elements of Diff.(M) can be obtained by
considering the flow under a compactly supported smooth vector field on M.
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Given an object M = (M, gqp) in Loc, any element x € Diff.(M) defines
a morphism y : M — M’ with M' = (M, (x+9)a) and by pushing function-
als forward, (x.F)[¢] = F[x*¢], we obtain a bijection F(M, L) — F(M', L).
(Here we used the fact that y.£ = £ when £ defines a LCQFT). The func-
torial behaviour of the theory then yields a *-isomorphism f,, : AS\? — AE\? .

When g/, = ga, By is a *~automorphism of the dynamical algebra Ag\j)
itself. Furthermore, for any F' € F(M, L), if x does not change the metric
in the support of F' too much, then y,F is again in F(M, L) and it defines
a *-homomorphism from a subset of AE\? into itself.

The following property is a simplified version of the unitary anomalous
master Ward identity.

Definition 2.4.4. AY) is free of diffeomorphism anomalies iff for all objects
M = (M, gu) and all x € Diff (M) there is a *-automorphism /3, on AS\?
such that B,(U(F)) = U(x«(F)) for all F € F(M, L) for which the right-
hand side is well-defined.

Note in particular that 8,(U(F)) = U(F') when the supports of x and F
are disjoint.

If A is free of diffeomorphism anomalies in this sense and F' € F(M, L),
then one can use a suitable (small) y to move the support of F' to that of x,F.
Repeating this a finite number of times one can find a functional supported
in any given neighbourhood N of a Cauchy surface of M and thereby prove
the time-slice axiom. We refer to [5] for a fuller discussion of symmetries,
the related renormalisation group and unitary master Ward identity.
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Chapter 3

The stress tensor in QFT

In classical field theory, the stress tensor encodes the response of the La-
grange density, and therefore the theory, to an infinitesimal variation of the
metric, cf. equation (1.10). With the stress tensor in hand we can verify
various energy conditions, which help to encode the stability of matter and
the attractive nature of gravity. In QFT there should also be a stress ten-
sor that fulfills the same purpose, but which can now be an operator-valued
distribution. (Note in particular that the Lagrangian QFTs of Section 2.2
can be defined equally well for Lagrange densities that correspond to clasi-
cally unstable systems, e.g. with potential energies that are unbounded from
below like V(¢) = —¢?.) This means that stabililty of matter has not been
built into the framework yet. In this chapter we therefore want to investigate
the quantum stress tensor and its properties.

3.1 Metric perturbations in LCQFT

A LCQFT P : Loc — Phys already tells us how the theory depends on the
background metric, so some information about the stress tensor is already
encoded by relative Cauchy evolutions [6], a concept which we will now re-
view. We will assume that we are given an observable functor P satisfying
the time-slice axiom.

Let M = (M, gwp) and M' = (M, g.,) be any two objects in Loc with
the same underlying manifold M and such that g, — ga is supported in a
compact set K. (We also assume that M and M’ are endowed with the same
orientation and with time orientations that coincide outside K.) We want
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to express the effect that the change of the metric from g, to ¢/, has as
an isomorphism on Aj;. For this purpose we choose two Cauchy surfaces,
Y+ C M, such that K lies to the future of ¥ _ and to the past of X, . The past
of ¥, M_:=J (X_), defines an object M_ = (M_, gup|r1_) in Loc and the
inclusion M_ C M defines a morphism ¢_ in Loc. Similarly, M := J7(32})
defines an object M, = (M, gap|m, ) in Loc and the inclusion M, C M
defines a morphism ¢,. Note that the regions M_ and M both contain
Cauchy surfaces for M, so by the time-slice axiom there are *-isomorphisms

o, Ay — Ay
Q. I.AMJr — .AM.

Because ¢!, = gq outside K the inclusions M_ C M and M, C M also
define morphisms ¢_ : M_ — M’ and 6, : M, — M. Here too the regions
M contain Cauchy surfaces for M’, so there are *-isomorphisms

Qg_ .AM7 — AM/
Qp, : 'AM+ — .AM/ .

The effect of the change of metric on an operator A € Alg,, can now be
found by expressing A in the region M _, propagating it through M’ to M
and expressing the result again in Alg,,. I.e., we consider the *-isomorphism

,_ -1 -1
Qgrg 1=y, OQy O oQ, (3.1)

on Ajs. This isomorphism is called a relative Cauchy evolution.

For the special case of Lagrangian QFTs, AS\?, there are is another way
in which we can encode the effect of the change in the metric from g, to
gip- We can consider the ensuing change in the action, which is given by
a functional F[¢] = fM Lld,¢] — L]g, @] of the form (2.4) and the adjoint
action of the corresponding unitary U(F’) then defines a *-automorphism S ,
of Ag\?. If the theory satisfies the time-slice axiom (e.g. in a representation),
then one might expect By, = oy .

Alternatively, if G[¢] = [ M 07T, [p]dvol, is the classical stress tensor,
smeared with a symmetric test tensor 2°, then G is a functional of the form
(2.4) and we can consider the *-automorphism 7y of Ag\? defined by the
adjoint action of U(G), which would encode the response to an infinitesimal
variation of the metric.
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3.1.1 Example: the free scalar field

As an example we consider the free scalar field of Section 2.3 with Lagrange
density L and observables functor A“w) which is a LCQFT. For the Weyl
operators we know from equation (2.11) how the time-slice axioms works,
even without requiring that the theory is free of diffeomorphism anomalies.
For this reason we now focus on the observables functor W(¢st) that assigns
to each object M the subalgebra W](\ff“) of Aﬁfsf) that is generated by all
functionals that are at most of first order in the fields, F' = L; + ¢ for some
f € C(M,R), c € R. For constant functionals we trivially have U(c) = eI
and as *-isomorphisms preserve the unit we have oy 4(U(c)) = By 4(U(c)) =
T9(U(c)) = Ule).

To clarify the following computations, let us denote the Weyl operators
in W](\ff“) by Wy (f) with f € C5°(M,R). Given f € C°(M,R) we can
use Lemma 2.3.4 to find f_,¢_ € C°(M,R) such that supp(f-) € M_
and f = f_ + P¢_. Similarly we can find fi,¢; € C5°(M,R) such that
supp(fy) C My and f- = fi+ P'¢,, where P’ is the Klein-Gordon operator
for the perturbed metric g/,. Using equation (2.11) and some algebra we then
have Wi (f) = Wa(f2), War(f-) = Wy (f+) and hence

g g(War(f)) = au, 0 g, 0ap oo, (Wi(f-))
=a,, oay oag (Wi (f-))
= a,, 0 ag, (War(f-))
=, 0 ay! (War(fy))
= a,, (Wi, (f+))
=Wn(f+),

where fy = f—P¢_—P'¢,. Note that if g/, = gup, then f, = f—P(¢_+ 4 )
and from the dynamical relation we then find Wy, (fy) = Wa(f).

Let us now consider the adjoint action By, of U(F') in Ag\ﬁ“) acting on
Weyl operators, where F' is the change in the action. Note that F' is then
a quadratic functional of the form F[¢] = %(gzﬁ, Q¢), where @ is the second
order partial differential operator

Q=—-Vy"Vy+ (g — )m? + £(ug R — R).

One can show that P+Q = py P’ (using V,(ugy V) = pugy Vi, Ve for any vector
field V). This operator is normally hyperbolic and has unique advanced and
retarded fundamental solutions (w.r.t. the metric ,u;,lg;b) given by E’iug_,l.
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Given any f € C;°(M,R) we note that f; .= f+ QE f = pyP’E~f is
also compactly supported and hence so is

1 1
f=PE"—fi=fi-QE"—/f.
g’ g’

Moreover, using the fact that E’*% f1 has past spacelike compact support,
g

L f = (P4 QB

Mg 122

(I+QE")f=(P+Q)E"PE"

fi=1.

With this identity, equations (2.12,2.13) and F[. + h| = F' + Lo, + F[h] we

then compute in AS\?M)

UFYU(LHU(F) ' =U(Ly + F[. + E~ f))U(F)!
=U(Ly, + F+ F[E f)iU(F)!
= MY (L g+ F + FIEY [NU(F)
= HEN-FE N (L + Fl 4+ EY ) UF) ™
— eiF[E*f]*iF[E+f]U(Lf~) .
With some further computations one can show that the phase factor works
out nicer if we consider Weyl operators:

By o (W(f)) = UEW(f)UF)" =W(f).

Comparing f = PE'TP'E~f and fy we can use the supports of fy in the
future and past regions to see that PPE~f_ = PE~f_ = f_ and PE'"f, =
P'E'" f, = f, and hence

= g P'E f = ug PE-(f+ Pé_) = pg(f- + P
f=PE* L = PEY(f 4+ Po)
g

= PE"(fy + P'éy + P'o_) = fr + P(és + ).

!

Thus we see that W (f) = W(f}), i.e. ag(W(f)) = By (W(f)) and U(F)
implements the relative Cauchy evolution on Weyl operators.
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Similarly, if G[¢)] is the stress tensor averaged with test-tensor §%°, then,
in the minimally coupled case (£ = 0),

1
Glo] = /M 0°°0ud - Opp — 59 (9%0a - Dy + m*¢?) dvol,,
= / Y 0a - Opp — 17777”L2qz52dfuolg,
M 2

where 6 = ;0% and we set Y% = 6% — g in the second line. For suitable
(small) 90, g = g + ~% = (1 — 0)g*® + 6 is an inverse Lorentzian metric
and the functional GG is again quadratic. Using similar computations as before
we find (W (f)) = UGW(f)U(G)™" = W(f) with f = PEYPE~f. In
general we do not expect (W (f)) = oy (W (f)), because Gy # gl

3.1.2 The stress tensor

To obtain a stress tensor we need to consider infinitesimal variations of the
metric. We let (gy)a with A € R be a one-parameter family of Lorentzian

metrics with (go)ay = gap and we let 6% := 9,g%%|x=0 = —9%¢"*Or(gr)ed|r=0
denote the infinitesimal variation in the metric. For sufficiently small \ we
obtain a relative Cauchy evolution ay, := ay, 4 as a *-isomorphism on A ;.

In the case of Ag\?) we silimarly have one-paramater families 3, 4, resp. Tyg,
implemented by unitaries U(F'(X)), resp. U(AG).

Heuristically, the stress tensor should be a self-adjoint quantum field,
which becomes a (possibly unbounded) operator T' = [, 6**T,,dvol, when
smeared with the test tensor field 0°. The relation between T and « is that
ax(A) ~ ez Ae727 (at least up to first order in \), where we took the
factor 2 in equation (1.10) into account. Hence, for all A € Ay,

?

8,\04,\(A) \,\zo = 9

T, Al (3.2)

should depend only on #?°. Note that 7" may contain contributions in the
centre of the algebra A); that cannot be determined from Oycy|y—¢ in this
way.

In the case of Ag\ﬁ), similar heuristic arguments lead us to expect

T = —io\U(F(N))|r=0 = —i0:U (sG)|s=0 (3.3)
and consequently 9 ,, ,(A)|x=0 = AU AG)AU(ANG) a0 = [T, A].
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The derivatives in (3.2,3.3) are problematic, however. They require a
suitable choice of topology on the algebra and for Bosons they typically fail
to converge in, say, the topology of a C*-norm. (The Weyl algebra has a
unique C*-norm, in which we have |[W(f) —W(h)|| = 2 for all f # h. Hence
the limit limy_,o w does not exist as a norm limit.) We are often
in a better position when we consider representations 7 of A, on a Hilbert
space H. In that case one can consider a suitable (dense) set of vectors

YV C H and consider the weak limit, e.g.

N, m(ax(W(£)))¥) [ a=o- (3.4)

for £, € V. For nice representations and perhaps a nice class of operators
in Aj; one then expects this limit to exist, but the details clearly depend on
the theory and the classes of states and observables being considered.

For the Weyl operators of a free scalar field in the GNS-representations
of quasi-free Hadamard states, which we will discuss in Section 3.2, the weak
derivative (3.4) has been determined in [6] and leads to (3.2) for a stress
tensor that we will discuss in Section 3.2 below. Moreover, one can show
that

A flrzo = Orflrmo ,

so infinitesimally, 3, ; and 7y¢ coincide.

3.2 The renormalized quantum stress tensor
for free scalar fields

As in Section 3.1.1 we will consider a free scalar c%uantum field with Lagrange
density Ly and the U*-subalgebra W](\ff“) of AA[;M) generated by the Weyl
operators W (f).

One can show that every state on W](\ff“) can be extended to a state on
Agﬁfsf) (taking closures in a suitable C*-norm and using the Hahn-Banach
theorem). It is known that W™ and hence also A{*) admits many
states that exhibit unphysical behaviour. However, there is a good criterion
to select a class of physically acceptable states on Wj(\/ff“).
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Definition 3.2.1. We will call a state w : W](\ff“) — C regular, if for all n €
N, fi,. ., fu € C(M,R) and s € R" the map s — w(W(s1f1) - W(snfn))

is smooth and the maps

wnfrs s fu) = (=)0, - Ogw(W(s1f1) - - W fn))|sy=...=sn=0

define distribution densities on M". We extend the w,, by complex linearity
and we call them the n-point distributions of the state w.

For a general Lagrange density £ it seems reasonable to expect that there
exist states for which the map s — w(U(s1Fy) - - U(s,F},)) is smooth for all
Fi,...,F, € F(M, L) and we could call such states smooth.

For L we can heuristically think of W ( f) as a complex exponential eief)
with a quantum field ¢, viewed as an operator-valued distribution, smeared
with a test function f and thus w,(f1,...,fn) = w(@(f1) -~ ¢(fs)). From
the Weyl relations (2.15) we then see that

wa fi, fa) = =05, Osye 12V ER (W (55 f2)W (51.f1)) ] s1=s=0
= wa(fo, [1) +i(f1, Ef2)

which heuristically follows from [¢(f1), (f2)] = i(f1, Efa).

Proposition 3.2.2. The two-point distribution of any regular state on Ag\lff)
has the following properties:

(1) positive type: wy(f, f) > 0 for all f € C5°(M,C),
(2) equation of motion: P@ws(z,y) = PWwy(z,y) =0,

(3) canonical commutation relations (CCR): wy(f,h) — we(h, f) =
i, Eh)

Conversely, given a distribution density w, on M? with these three properties,
there exists a state on W](\ff“) defined by

wW(f)) i= e 22(hf) (3.5)
for all f € C§°(M,R), which has w, as its two-point distribution.

The proof of this result is omitted, cf. [38].
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Definition 3.2.3. A state w on W](\ff“) of the form (3.5) is called quasi-free
or Gaussian.

Prime examples of Gaussian states include e.g. vacuum and thermal
states on stationary Lorentzian manifolds. In general, given any two-point
distribution ws there can be multiple states with that two-point distribution,
but among them there is exactly one Gaussian state. For Gaussian states
all other n-point distributions can be expressed in terms of wy using Wick’s
theorem.

We now consider the GNS-quadruple (H,,€,,D,,m,) for any regular
state w on W](fo“). One may show that the map

O, CP(M,R) — H,
[ —i0m,(W(sf))Qu|s=0

defines an H,-valued distribution density on M. Note that ®;(Pf) = 0,
because wsy is a bi-solution to the Klein-Gordon equation. We are interested
in the singularities of the distribution ®;, which we may investigate using
microlocal techniques. We refer to [21] for details and give here only some
basic definitions and a brief description of results relevant to our situation.

Definition 3.2.4. Let H be a Hilbert space, X a d-dimensional smooth
manifold and u : C§°(X) — H a Hilbert space-valued distribution density.
A point (z,§) € TiM is called a regular direction iff there is a coordinate
chart k : O — U C R? on a contractible region O C M containing z, a test
function f € Cg°(O,R) with f(x) # 0 and an open conic subset I' C R such
that for each N € N there is a C,, > 0 with

L+ N (ma) (ke fle™ ) < Cn - €T,
The (smooth) wave front set of u is the set {(z,£) € T*M | £ #0, (z,§) is

not a regular direction for u}.

One may show that that the wave front set does not depend on the choice
of f or k, so it is a well-defined closed subset of T*M \ M x {0}. We can
think of (z,&) € WF(u) as a point x and a direction £ in which w is singular.
In particular, if WF(u) N T*O = () for some open region O C M, then u is
smooth on O.

For solutions of partial differential equations, wave front sets have es-
pecially nice properties. In our case, Pu = 0, and one can show that this
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implies W F(u) C {(z,£) € T*M | £,£* = 0}, so only null directions can be
singular. Moreover, any singularity in (z,£) € WF(u) determines a unique
null geodesic v through = with tangent vector £* and one can chose that
the singularity propagates, in the sense that (y(s),dv(s)) € WF(u) for all
parameter values s of 7.

fsf)

Definition 3.2.5. We will call a regular state w on W](Vl[: a Hadamard state,

if the corresponding distribution ®; satisfies
WF(®y) C {(z,€) | £ is future pointing} . (3.6)

One may show that this definition is equivalent to a definition in terms
of WF(ws) [35]. For us the most important consequence will be that for any
two Hadamard two-point distributions we and w) the difference wy — wh is
smooth C*(M? R).

The set of Hadamard states on WJ(\ffo) can be shown to be a well-behaved
state space in the sense of Section 2.1. Furthermore, ground and thermal
states on stationary Lorentzian manifolds are Hadamard and any state which
is Hadamard in an open neighbourhood of a Cauchy surface is Hadamard
on the entire Lorentzian manifold, so the property is preserved under time
evolution.

We now want to define the quantum stress tensor of the free scalar field
in analogy to the classical one, which is given in equation (1.11). For this
we first consider the GNS-representation (H,,, Qw, D,,, ) of a regular state
w on Wj(\ff“). For any f € C§°(M,R) we define the represented smeared
quantum field operator ¢,(f) on the domain D,, = ﬂw(Wj(\ffo))Qw by

wa(f)i/i = _iasﬁw(w<5f))w|s:0 )

where the derivative is well-defined. This operator is symmetric, because
W(sf)* = W(—sf). Similarly one can define any polynomial of smeared
field operators acting on D,, by taking derivatives.

Note that the classical expression for the stress tensor in equation (1.11)
involves products of the classical fields taken at every point. However, be-
cause ¢,, is a distribution, we cannot simply take pointwise products. Indeed,
a careful examination shows that such products are not well defined! and we
will need to regularise and renormalise the stress tensor.

'For a Hadamard state the distribution ¢, (x) has its wave front set in the forward
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For this purpose we first write the classical stress tensor in a point-split
form. We will use the embedding ¢+ : M — M? as the diagonal subset,
t(z) := (z, ), so we can pull-back tensors of type (0,n) from M? to M. We
will indicate points on M? by (z, z) and we will use T(z nM?* ~ TLM ST, M
to identify indices on M? with those on M. We then want to choose a
partial differential operator T2"™ on M? such that Ty[¢] = *(TP"¢ @ ¢).
For simplicity we will only consider the minimally coupled case and choose

spli 1 G
T = 050, — 5 Yab (9004 + m?) ,

where gg, is a tensor field on M? such that t*ga = g and ¢%(7,z) =
9°(7)g®(2) 9o (T, ).

Proceeding to the quantum case we want to replace the classical field ¢
by a (represented) quantum field ¢,. There is no problem in applying T;}:ht
in a weak sense, B

(0, Ty " ()0 ()n) = T (1 G (T) b))

for all n € D,. (Expectation values between two different vectors £, n € D,
can be obtained using the polarisation identity.) In this way we can define
TP 6. ()b (z) as a distribution density on M? with values in the quadratic
forms on D,. The difficulty is that the pull-back of this expression under ¢
is ill-defined.

Now we will make essential use of the properties of Hadamard states.
If w is a Hadamard state and n € D, has ||n|| = 1, then n also defines a
Hadamard state, w,, and hence wy — (w,)2 is smooth. Moreover, one can
show that the singular structure of all Hadamard two-point distributions
depends in a local and covariant way on the metric g,,. Indeed, there exist
distributions Hy (T, z) on a neighbourhood of the diagonal in M?, defined in a
local way terms of the metric gqp, such that wy, — Hy is a C? function near the
diagonal. The same is then true for all Hadamard two-point distributions.
(The distribution Hy can be defined using Hadamard series expansions for
parametrices of the Klein-Gordon equation, which is the origin of the name

light cone. If the wave front set of ¢, (x)¢p, (y)1 were similarly restricted to two copies of
the forward light cone, then one could restrict the distribution to x = y and take pointwise
products. Unfortunately this is not the case, however, as one can see by considering
G ()P (Y)Y — b0 (y) b () = iE(x, y)1), because the wave front set of E does not satisfy
the desired restriction.
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Hadamard state.) We then define the regularised stress tensor by

(0, Ty (@)n) := (T ((wy)2 — Ha))(@)

if ||n]| =1 (and scaling quadratically in n otherwise).

Apart from the functional analytic questions about extending this quadratic
form to an operator, the regularised stress tensor still has an important draw-
back. The expectation values of the regularised stress tensor w(7,,%(z)) yield
a smooth function which is typically not conserved, i.e. Vow(T,%(x)) # 0.
This is problematic if we want to consider the semi-classical Einstein equa-
tion, Rg, — % Gav R+ Agap = 8w (T,,*), because the left-hand side is conserved
and hence the equation cannot be satisfied. One can show, however, that
the divergence Vew(T,.%(x)) depends in a local and covariant way on the
metric and it is in fact independent of the state w. Moreover, one can prove
the existence of a local and covariant function () of the metric such that the

renormalised stress tensor T = T.® — Qgapl, defined through

(T (@) = (T (we — Ho))(2) — Q(2)gan(2) (3.7)

does lead to a conserved quantity.

Remark 3.2.6. (a) (3.7) can be viewed as a distribution density with values
in the quadratic forms. For each Hadamard state w the expectation value
is a smooth tensor field in x.

(b) The definition (3.7) of the renormalized stress tensor involves some arbi-
trariness in the choice of Hy. Even if we impose a number of natural con-
ditions on H,, including local covariance and suitable scaling behaviour,
there still remains a certain amount of renormalisation freedom. This
freedom has been determined and can be expressed in terms of a finite
number of parameters and curvature tensors. In the dynamical alge-
bra approach this renormalisation freedom is expected to appear in the
GNS-representation, once a state has been chosen.

(c) For interacting fields, a renormalised stress tensor can be defined pertur-
batively. In that context it has also been shown, that one can choose it
to be divergence free [20].
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3.3 Energy conditions and QEIs in QFT

For a free scalar QFT as in Section 3.1.1 we will now consider the valid-
ity of the energy conditions, particularly the WEC. We cannot expect these
pointwise conditions to hold, even in Minkowski space, due to the renormal-
ization. Roughly speaking, if we were to take the expectation value of the
00-component (in some inertial coordinates) of the point split stress tensor
and take the limit of coinciding points, T = x = z, then we get something
positive, but it is +00. When we regularise, we subtract a term that also
gives us +o00, in such a way that the difference w(7T"(x)) is finite when w
is any Hadamard state (in any suitable representation). A priori there is no
guarantee, however, that this expectation value is positive.

3.3.1 Violation of the NEC in QFT

We consider a free scalar field in d-dimensional Minkowski space with d > 3
or m > 0, so that a vacuum state exists. For any Hadamard state the NEC
at the point 0 requires that for every null vector n®

n*n’0,0,(wy — Hy)(0) > 0.

We will show, however, that the left-hand side can be made arbitrarily neg-
ative by choosing a suitable wy. If the NEC can be violated by an arbitrary
amount, then so can the DEC, WEC and SEC.

Any Hadamard two-point distribution ws in Minkowski space defines a
2 x 2-matrix of (distributional) initial data on X% where ¥ = {xo = 0} in
inertial coordinates = = (zg,x). We can then express the initial data as

(wzoo(X, y) w2o(x, Y))

w2,10(X, Y) w2,11(X7 Y)

_ WQ(I7 y)‘w0:y0=0 ayoc‘)?(xﬂ y)|$0=y0=0

B (a$0w2(x7y>|zoy00 a$oay0w2(x7y)‘$oy00) ‘

One way to obtain these initial data is to consider f,h € C§°(M) and write
(fo, f1) = (Efls,00Ef|s) and similarly for h. Noting that ws is a solution
of the Klein-Gordon equation in each variable we can use the computation
(2.8) to find

w2<f7 h) = /Zfoaoo&(-, h) - f1w2(-,h)d?)052
= W2,11(f07 ho) - w2,10(f0, h1) - w2,01(f1> ho) + w2,00(f1, h1) .
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The Minkowski vacuum state w(® has the two-point distribution

1
2(2m)d1

. : 1
/}Rd_1 e~ w(p)(yo—zo)+ip-(y—x) dd_lp, (3'9)

w(o) X =
2 ( ay) l/(p)

where v(p) = /|p|*> + m?2. Its initial data on ¥ can be viewed as intergral
kernels for operators on Lo(R4"1), which can be computed from (3.9). We
can express them in terms of the operator A := —A + m? as

wé?go wé?gl B l (A‘é —i[)

wé?l)o wé(,)l)l 2\ il Atz)
Note that the matrix of operators on the right-hand side is of positive type,
because for any fy, fi € C§°(X) we have

1 A_l —il 1 1 1
<(f1,fo)a B ( UQ AZ§> : (;(1]>> = §||A_1f1 —iAifo|*>0.  (3.10)

We will now prove that the violation of the NEC can be arbitrarily large.
(See the appendix of [13] for a related argument.)

Proposition 3.3.1. There exists a one-parameter family of Hadamard two-
point distributions wé)‘) such that limy_, n“nbaa&,(wé’\) — H5)(0,0) = —oc0
for any null vector n®.

Proof: We will choose wé)‘) by modifying the initial data of wéo). Let u €
S(R%1, R) be a Schwarz function with Vu(0) = 0, ¢ := ||(=A)iu/|2 £ 0 in
terms of the Ly-norm and C := (v/—Au)(0) # 0. (E.g. a Gaussian will do.)

Let v := Atu # 0, which is also smooth, and set ¢ := [|v]|2 and P, be the
orthogonal projection in Ly(X) onto fv. We then want to define w, by the
matrix of initial data

LA+ P)A —u
(w2,2] (X,Y)) - ( ol Ai( — va)A4)

Note that the diagonal entries are inverse to each other, so ws, is of positive
type by a computation analogous to (3.10). The equations of motion are built
in by the initial value definition of wy, the off diagonal terms ensure the CCR

and the difference wy — wéo) has smooth initial data ws o0 (X, y) = gu(x)u(y),

wo11(X,y) = Z—S(A%u)(x)(A%u)(y) and wy g1 = wa10 = 0, 80 wy is Hadamard.
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We have

wa(n®nP T (0)) — ws” (n°nTE(0)) = nnbd,, d,,ws(0,0)
= (no)zaxoayUWZ(O)
1

_ —E(n0)2((A%u)(0)) <0. (3.11)

because the spatial derivatives vanish due to Vu(0) = 0.
For any A > 0 we repeat the same argument for uy(x) := A2 u(\x)
Un(p) = A2d (2). Instead of ¢ we have

e = HA%H?
- G / VI T () Py
so that ¢y converges to ¢’ # 0 as A — oo. Furthermore

. 1 a4
()0 = G [ VP E R
A%
= @it /Rdl VIpI? + A2m2a(p)d “p,

s0 A\™2(Azu,)(0) converges to C' # 0 as A — co. Hence

I C?
o y—d L b 2_ _ Y
)\IEEO A dey (42u2)(0) 4c
It then follows from (3.11) that the violation of the NEC can be arbitrarily
large as A — oo. O

3.3.2 Quantum energy inequalities

Recall that the classical energy conditions were not only useful assumptions
to prove interesting theorems in GR about singularities or cosmology. They
are also natural attempts to try and express the stability of matter and/or
the attractive nature of gravity. The fact that these conditions fail for QFTs
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could have significant consequences for their stability, unless there is some
other property to replace them. Indeed, Ford [16] has argued that macro-
scopic violations of the second law of thermodynamics can be avoided if
QFTs satisfy some form of quantum energy inequality. Roughly speaking,
these quantum energy inequalities state that violations of a classical energy
condition can occur, but they cannot be too negative for too long. Like the
Heisenberg uncertainty principle in quantum mechanics, one expects that
such bounds can be derived from the existing framework, including in par-
ticular the CCR. We will now show that this is indeed the case, at least for
minimally coupled free scalar fields. In fact, we will present the following
even stronger result.

Theorem 3.3.2. Let M = (M, gu) be a globally hyperbolic Lorentzian
manifold, h, f € C§°(M,R) such that f =1 on supp(h) and t* be a smooth
timelike vector field on M. Then there exist C, ¢ > 0 such that

wy(h, h) < C (w (T (")) + c)
for all Hadamard states w on W](\ff*‘f).

Let us first consider the significance of this result. If w is any Hadamard
state on Wj(\ff“), then any unit vector v € D,, also defines a Hadamard state.
Applying the theorem we therefore have

(1, B (h)*) < C@, TE™(t*° f2)b) + Ce

in a (hopefully) obvious notation for quadratic forms. It follows in particular
that the right-hand side is > 0, which is a quantum energy inequality analo-
gous to the WEC. Furthermore, with a bit of extra work we can replace this
statement about quadratic forms by an inequality of operators,

¢u(h)*d,(h) < CE + Cel

where F is a self-adjoint operator on H, that extends the quadratic form
Tren(t7¢b f2) and that we may think of as a measure of the total energy in the
region supp(f). This inequality can be rewritten as

(E + eI)~2¢(h) oo (h)(E +¢cl)™2 < CI
from which it follows that

o (R)(E +cl)"2| < V.
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This means that the unbounded operator ¢, (h) can be made into a bounded
operator if we multiply it by the bounded operator (E + ¢l )_%, which damp-
ens the bad high energy behaviour of ¢, (h). Recall from the theorem that
C, ¢ are independent of the choice of w, so this estimate holds in the rep-
resentation of any Hadamard state and it actually tells us something about
the properties of the abstract algebra W](\ff“) combined with the state space
of Hadamard states.

3.3.3 Sketch of proof of theorem 3.3.2

To avoid some technicalities we prove the result only in d-dimensional Minkowski
space My = (R9,n,,) with timelike vector field 9y and we assume h = 0 for
simplicity. (See [34] for a full proof).

We can then write the desired result as

inf (T35 (£2)) > —oo,

where the infimum is taken over all Hadamard states w. Note that the right-
hand side only depends on wy. Let w(® denote the two-point distribution of
the Minkowski vacuum. Then this inequality is equivalent to

inf (¢ To " (wy — wi"))(f) > —oo.

The strategy of the proof is as follows. Suppose that we can write the
expression on the left-hand side of the last inequality as the infimum over
(we — wéo))(u) for a compactly supported distribution u on R?¢ with the
following properties: (i) wa(u) is well-defined (in R) for one (and hence all)
Hadamard two-point distributions and (ii) wa(u) > 0 for all Hadamard two-

point distributions. Then we have

inf(wy — wéo))(u) > —wéo) (u) > —o0
wa

and the proof is complete. It remains to show that a suitable u exists.
It may seem tempting to try v = wu, for

ur(w,y) = Tb" f(2) F(9)d(z — y) .
which gives the correct values for (wy — wéo))(ul), but unfortunately wo(u;)
is not defined for any Hadamard two-point distribution ws, because wsy is

singular on the diagonal.
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As a second attempt we can use the fact that (ws —wéo))(x, y) is symmetric

in (z,y) to replace u; by a distribution u with the property

1

S, y) +uly, ) = Too" f () f(y)d(x = y) .

Writing @(z, y) = u(y, z) we then have (wy — wi”)(u) = $(we — W) (u+ 1),
which gives the correct result. Writing 6(z — y) = 5t [ €@ 7d% (in a

(2m)?
distributional sense) we can therefore try u = uy with

1 i A
— Tspht z(x_y).pdd
UQ(m7 y) (27[-)d /]R<O><Rd—1 00 f(m)f(y)e b,

where we restricted the integration region to py < 0. We then have %(UQ +
lis) = uy and we removed half of the singularities of §(x—y). In particular, we
removed the singularities at future pointing null vectors, which could clash
with the singularities of Hadamard states. We will show that u = uy does
the job.?

We use the fact that wo(f1, f2) = (P1(f1), P1(f2))p, for any f1,fo €
Cs°(RYR). From the Hadamard condition we can deduce that for each
N € N there exists a Cy > 0 such that

1@1(fe™ )" < COn(1 + [p*)~" (3.12)

when k € R? with kg < 0. (When k gets close to a future pointing null
direction this estimate might fail). Now note that we can write

d—1
1 2 —ip\ ]2 —ip-\12.9d

= —— d - dq (0 PH*dp > 0.

i) = g [ (e #2100 p >

To see that the result is finite we use the estimate (3.12) with N = d + 2,
together with 9,(fe~"") = ((8,f) — ip,f)e” 7~ and the triangle inequalitiy
to find a C" > 0 such that

wa(uz) < C’/ (m® +2d + 2|p*) (1 + |p[*)~*?d p < 0.

R<() xRd—1

2f h £ 0 it doesn’t do the job, but we can take instead u(z,y) =
QCﬁ fRd nghtf(x)f(y)ei(g”*y)'pé(po)ddp — h(z)h(y), where ¢(pg) takes values in (0,1),
falls off sufficiently fast when pg > 0 and satisfies é(—pg) + é(pg) = 1. We can then choose
C' large enough to make u of positive type and complete the argument.
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